ATM Fraud Detection System using HMM & SVM Algorithm
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Abstract – The banking sector has long been a critical institution that contributes significantly to a country’s economic sustainability and maintenance. When bank transactions are tampered with by intruders or fraudsters, the results can be disastrous. This article aims to examine the current system of Electronic Fund Transfer (EFT) ATM activities in terms of cash withdrawal, fund transfer, password hacking, pin misplacing, and biotechnology. The article will look at many types of frauds and try to come up with a solution for solving and detecting frauds on ATMs, as well as a more advanced machine that can accept security technology. Fraudsters have untiring times making illegal moneys while the proposed algorithm in this work will combat most efforts of illegalities regarding funds by electronic data processing (EDP) in the Banking sector; this will be achieved by data mining the bio data though biometric combinational operations at the initial opening of the accounts and as such will conform with the algorithm proposed; the paper worked carefully using the existing literatures and systems to combine the approaches of biometric to the already existing ones and making a complete proposal for a design of ATM engine that will be having on it an incorporated thumbprint capture area and the possibility of the eye scanners and also make sure it doesn’t slow down the process to unacceptable speed.
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I- INTRODUCTION

People with data mining-based ATM card fraud detection models have been the most prominent data mining worry in recent years. When it came to detecting ATM card fraud in online transactions, data mining was crucial. Traditional data mining strategies are inapplicable since our challenge is handled as a classification problem. As a consequence, an alternate method using general-purpose meta heuristic procedures like machine learning techniques is developed.

The purpose of this research is to develop a genetic algorithm-based system for detecting ATM card fraud. Machine learning algorithms are iterative algorithms that seek to improve solutions over time. It uses machine learning approaches to optimize a set of interval-valued parameters in order to eliminate false alarms. Using a genetic algorithm, create an ATM card fraud detection system. The fraud is recognized during an ATM card transaction, and a genetic algorithm is used to limit the amount of false warnings.

We constructed an objective function with variable misclassification costs instead of maximizing the amount of transactions that have been accurately categorized, so that correctly categorizing certain transactions is more important than correctly categorizing others. This data is
relevant to the analysis of the proposed system. Here are all of the cost and performance considerations that will affect the project's feasibility, as well as the project's purpose.[2][5][11][16]

II-METHODOLOGY
Machine learning algorithms are classified as supervised, unsupervised, or semi-supervised. Algorithms for Supervised Machine Learning: By applying pre-learning to fresh data, you may utilize labeled examples to anticipate future events. The learning algorithm creates a derived function to predict the output value based on the examination of a given training dataset. After adequate training, the system may create a target for each new input. The training method may compare its output to the proper intended output to find and rectify model faults. Unsupervised machine learning approaches are employed when there is no way to categories or tag training data. Unsupervised learning is the study of how computers extract functions from unlabelled input and explain hidden structures. Rather than selecting the best output, the system assesses the input and uses the dataset to infer hidden structures from unlabelled data. Because they train with both labeled and unlabelled data, semi-supervised machine learning algorithms lie between supervised and unsupervised learning, with a small quantity of labeled data and a significant amount of unlabelled data. unlabelled and labeled This method can enhance learning accuracy greatly in systems that use it. When the acquisition of labeled data necessitates the employment of adequate and skilled training/learning resources, semi-supervised learning is frequently utilized. Collecting unlabelled data, on the other hand, seldom necessitates the use of additional resources.[20][12][10][16]

HMM Based Fraud Detection:
HMM (hidden message) A statistical model in which the system under investigation is believed to be a Markov process with an unobserved state is known as a Markov model. It identifies fraud by analyzing user expenditure profiles, which are divided into three categories: Lower profile, moderate profile, and higher profile are the three options. Phases of the procedure include training, detection, and prevention.

Start the bank server and the HMM server first in this model. When a transaction is initiated by the client, HMM begins observing and comparing the operation. If fraud is detected, the transaction is halted and blocked. User enters a password on a mobile phone and sends it through Bluetooth to the same bank ATM, or sends it by SMS. When the password is verified for authenticity, the transaction is accepted. After three attempts, the transaction is completely blocked.[3][7][18][17]

Support Vector Machine (SVM) Based Fraud Detection:
SVMs, or Support Vector Machines, are statistical learning systems that have been employed in a variety of applications. The hyper plane is used as the decision plane in the SVM classification approach, and the distance between the positive and negative modes is maximized. For classification, regression, and other issues, SVM is a common machine learning method. A SVM library is LIBSVM. LIBSVM is usually used in two steps: first, to train a model, and subsequently, to predict data from a test dataset. The key characteristics of SVM are as follows: 1) Create the training data for the model first. 2) Then, for the newly produced dataset, set SVM parameters and send it to Training in SVM. 3) SVM Trainer: This software trains every single data
point in the enormous dataset. 4) After the dataset has been fully trained, the SVM Predictor predicts the training data.[4][6][13][21]

**Fig. 3- Flow of Implementation**

The fig.3 describes the flow of implementation.

**Algorithms:**

The Decision Tree Algorithm and How to Use It

Step 1: The data must first be imported.

Step 2: Determine the training-to-testing data ratio.

Step 3: Using the most significant attribute as the root, divide the dataset into subgroups.

Step 4: Determine the number of buckets associated with the construction parameters.

Step 5: The Confusion Matrix and the Underlying Data Accuracy

**III -RESULT**

**Dataset Description:**

In the dataset, a client of a fictitious bank made ATM card transactions. This dataset contains 492 frauds out of 2,84,807 transactions in the preceding 48 hours. Positive categories (fraud) account for 0.172 percent of all transactions, suggesting a highly skewed data set. Only PCA-converted digital input variables are used. We can't provide the data's original properties or any underlying information for security concerns. "Time" and "Amount" are the two qualities that are unaffected by PCA. The 'Time' method keeps track of how many seconds have passed since the initial transaction in the collection. The "Amount" attribute represents the transaction's total value. Both cost-aware and example-based learning can benefit from this feature. The response variable "Grade" is set to 1 if cheating occurs; otherwise, it is set to 0.[1][9][14][15]
The fig.6 describes the detected fraud in bar graph format.

The output screens are depicted in the figures above. This screen displays the results of the algorithm applied to the original dataset. The following columns are included in the aggregated list of results:

- Total Fraud Hours
- Fraud transaction
- Graphical representation of Fraud Transactions
- Customer ID

IV. CONCLUSION

This method works well for identifying fraudulent transactions and decreasing false alarms. Machine learning techniques are innovative in this literature in terms of application domain. If this strategy is used in a bank's ATM card fraud detection system, fraudulent transactions may be anticipated shortly after they occur. Anti-fraud tactics can also be used to protect institutions from large losses and minimise risks. The study's aim was approached differently than normal classification tasks since we had a changing misclassification penalty. Because typical data mining approaches did not effectively fit this instance, we chose to use multi-population machine learning procedures to generate an ideal parameter.
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