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Abstract: This study introduces innovative brain tumor 

diagnostic techniques utilizing federated learning and 

machine learning to develop a decentralized model that 

safeguards patient data privacy. Our methodology 

includes the collection and preprocessing of MRI 

datasets, implementation of a Convolutional Neural 

Network (CNN) core model, and creation of an intuitive 

Flask-based web application for seamless MRI image 

upload. Rigorous evaluations are conducted to ensure 

accurate diagnostic outcomes, with a strong emphasis 

on privacy through data encryption and adherence to 

healthcare regulations. This approach notably enhances 

tumor recognition accuracy while preserving 

confidentiality. The system effectively detects pituitary 

tumors, gliomas, meningiomas, and normal MRI scans, 

representing a significant advancement in medical 

diagnosis. 

Keywords- Federated learning, Machine Learning, 

CNN, Brain Tumor Scans make in minimum words 

I- INTRODUCTION 

Increasing life expectancy rate has always been the 

major challenge in medical science, and technological 

advancements provide promising solutions for 

addressing various health issues. One such challenge is 

Brain Tumor  

Detection. This paper is based on “Design and      

development of flask-based web application for brain 

tumor detection through MRI images and Federated 

learning” aims to accurately detect and classify different 

types of brain tumors. Our methodology centers on 

implementing a federated learning approach, employing 

the Convolutional Neural Network (CNN) algorithm. 

This research includes decreasing the computation time 

and enhancing accuracy as compared to traditional 

systems by mainly focusing on federated learning. 

Emphasizing patient’s data confidentiality, our main 

goal involves a decentralized approach to safeguard 

sensitive medical information. 

The paper not only delves into the complexities of brain 

tumor diagnostics using non-invasive imaging 

techniques like MRI but also introduces a 

comprehensive exploration of CNN-based approaches. 

The proposed web-based platform facilitates convenient 

interpretation of detections for both medical 

professionals and patients. By focusing on decreasing 
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dependency, increasing training efficiency, and 

improving accuracy, this research contributes to 

advancing brain tumor detection methodologies with an 

emphasis on precision, efficiency, and accessibility in a 

medical context. 

 
Fig1.MRI scan of no tumor. 

II- PAPER OVERVIEW 

The review paper aims on developing a module for brain 

tumor detection utilizing Convolutional Neural 

Networks (CNN) while addressing concerns regarding 

centralized data collection through the implementation 

of Federated Learning (FL). The module endeavors to 

optimize execution time without compromising 

accuracy, ensuring minimal latency in the identification 

process.  

The process commences with the acquisition of MRI 

scan images capturing the affected brain region 

exhibiting high intensity amidst gray and white matter. 

Subsequently, data pre-processing techniques are 

employed to transform raw data into a comprehensible 

format, a crucial step in machine learning workflows. 

The model's construction involves the utilization of 

CNN architecture, a cutting-edge neural network design 

well-suited for image analysis tasks. To ensure 

robustness and accuracy, the collected MRI 

Preprocessed scans sourced from various hospitals form 

a diverse and extensive dataset. The CNN algorithm then 

applies convolutional filters to scrutinize these images, 

discerning subtle variations and extracting intricate 

features pivotal for tumor detection. 

 

 

 

 

 

 

Fig2. MRI Scan with tumorSignificance of the paper:  

The research here aims to harness collaborative learning 

without centralizing sensitive medical information by 

employing federated learning techniques. The system 

proposed for brain tumor detection using CNN and FL 

techniques offers several benefits : 

 By employing CNN algorithm and various MRI datasets 

facilitates more accurate and reliable brain tumor 

detection. 

 The utilization of Federated Learning addresses 

concerns regarding centralized data storage, 

ensuring patient data privacy and confidentiality. 

 This encourages interdisciplinary collaboration 

and represents an advancement in medical 

technology showcasing the potential of machine 

learning in medical diagnostics. 

 Physicians and healthcare professionals can 

access timely and accurate diagnostic information, 

expediting patient care and decision-making 

processes. 

 Computational efficiency is optimized through the 

use of CNN algorithm. CNNs enable optimal use 

of computational resources, reducing processing 

time. 

 Visual output transforms complex data and 

interactions into visually intuitive web interfaces 

that guide users effortlessly. 

 

II - LITERATURE SURVEY 

 

In their study, Author [1] employed a 23-layer 

convolutional neural network (CNN) on a dataset rich in 

MRI images, achieving impressive classification 

accuracies of up to 97.8% and 100% for different 

datasets. The research introduced two deep learning 

models for detecting brain anomalies and classifying 

tumor grades (meningioma, glioma, and pituitary), 

demonstrating significant improvements in brain tumor 

diagnosis prediction performance. 

In their study [2], researchers introduced a federated 

learning (FL) approach for brain tumor identification in 

MRI images, prioritizing data privacy. By decentralizing 

data and coordinating model training on a central server 

without raw data access, the FL method ensures 

participants retain data ownership and privacy. 

Experimental results reveal a marginal performance 

decrease in the FL approach, achieving 91.05% accuracy 

compared to the 96.68% accuracy of the base ensemble 

model..  

In [3], researchers introduced two deep learning methods 
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and various machine learning approaches for early-stage 

diagnosis of glioma, meningioma, pituitary gland 

tumors, and healthy brains using magnetic resonance 

images. Employing preprocessing and augmentation 

techniques, the proposed auto-encoder network and 2D 

CNN demonstrated impressive training accuracies of 

95.63% and 96.47%, respectively. 

In [4], the paper introduces a brain tumor detection 

model utilizing machine learning algorithms, where 

CNN serves for feature extraction and segmentation. The 

model attains 97.79% accuracy on the training set, 

contrasting with 82.86% on the validation set, revealing 

a notable difference in loss between the two sets. 

In [5], the researchers proposed machine learning 

algorithms to address limitations in traditional classifiers 

for brain tumor detection in MRI images. By employing 

machine learning and image classifiers, the study 

efficiently identifies cancer cells in the brain through 

MRI scans. Notably, without the pre-trained Keras 

model, the training accuracy reached 97.5%, while the 

validation accuracy stood at 90.0%, with the best result 

achieving 91.09% accuracy. 

In [6], the innovative approach combines a 3D-UNet 

with an attention module to significantly improve brain 

tumor segmentation accuracy. Experimenting on the 

MSD dataset, the method consistently outperforms 

existing techniques, setting a new benchmark in medical 

image analysis. The research contributes to both 

advancements in the field and addresses concerns related 

to data privacy and limited datasets in brain tumor 

segmentation. 

In [7], the study introduces Federated Averaging 

(FedAvg) as a pioneering method for brain tumor 

classification, eliminating the need to share sensitive 

data. FedAvg delivers impressive results, achieving 

98.69% accuracy on Independently and Identically 

Distributed (IID) data and over 93% accuracy on Non-

Independently and Identically Distributed (Non-IID) 

data. These findings underscore the potential of 

federated learning techniques in medical settings, 

demonstrating their ability to improve diagnostic 

accuracy while preserving patient data confidentiality. 

In [8], the research pioneers collaborative medical image 

segmentation through federated learning, emphasizing 

data privacy. Federated models achieve a Dice 

coefficient of 0.852 for multimodal brain scans, closely 

aligning with centralized models at 0.862, and 

outperforming other collaborative methods. This study 

underscores federated learning's effectiveness in 

maintaining data privacy while achieving segmentation 

performance comparable to centralized approaches, 

advancing healthcare image analysis while addressing 

privacy challenges. 

In [9], the paper presents a three-stage brain tumor 

diagnostic system for MRI analysis, focusing on precise 

detection and segmentation. By improving image 

quality, employing advanced algorithms for tumor 

identification, and incorporating a post-processing stage, 

the system effectively overcomes challenges to robustly 

detect brain tumors in MRI images. This comprehensive 

approach establishes a reliable tool for accurate 

diagnosis, addressing common hurdles in medical 

imaging. 

In [10], the paper underscores the urgency of swift and 

precise brain tumor detection, evaluating diverse 

methods with a focus on Edge Detection techniques. 

Emphasizing meticulous tumor localization for 

heightened accuracy, the study highlights the crucial role 

of image segmentation in efficiently isolating tumors 

from complex MRI images. Through method 

comparisons and an emphasis on Edge Detection and 

segmentation, the paper aims to provide valuable 

insights to advance the field of brain tumor detection. 

In [11], the study underscores the importance of early 

tumor detection, proposing a segmentation method for 

brain MRI tumors. Employing an unsharp technique for 

image enhancement and Otsu's method for segmentation, 

the approach precisely identifies tumor regions through 

suitable thresholds. Object labeling and subsequent edge 

detection using unsharp masks refine tumor boundaries, 

showcasing potential for distinguishing between benign 

and malignant tumors in brain MRI images based on 

simulation results. 

In [12], the paper introduces an automated MRI-based 

brain tumor detection method, leveraging Sobel edge 

detection and standard deviation-based thresholding. 

Focused on improving accuracy in identifying tumor 

boundaries and addressing challenges in brain 

abnormalities and edema, this approach holds promise 

for earlier and more precise diagnoses. The method's 

potential impact extends to enhancing treatment 

strategies in clinical practice and advancing neuro-

oncology within medical imaging.  

In [13], the review underscores the effectiveness of U-

Net-based architectures, particularly on the BraTS-2019 

dataset, for advancing brain tumor segmentation in MRI 

images. Despite challenges from diverse MRI 

modalities, the integration of deep learning techniques 

proves pivotal in achieving accurate tumor segmentation, 

highlighting the ongoing importance of non-invasive 

methods like MRI in precise diagnostic procedures. 

In[14],the paper contributes to the emerging field of 
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brain tumor segmentation in MRI by proposing an 

efficient algorithm based on segmentation and 

morphological operators. By enhancing image quality 

and applying morphological operators, the proposed 

method enables accurate detection of tumor size and 

location. This research underscores the significance of 

advanced algorithms in improving brain tumor detection, 

highlighting the potential for enhanced diagnostic 

capabilities in medical imaging systems. 

In[15], the project introduces the Adaptive Fuzzy K-

means (AFKM) clustering method as an effective tool 

for enhancing the segmentation of MRI brain images, 

specifically targeting the identification of white matter 

(WM), grey matter (GM), and cerebrospinal fluid spaces 

(CSF). Through both qualitative and quantitative 

analyses, the results highlight the suitability of the 

proposed method in providing accurate and meaningful 

segmentation, offering valuable insights for physicians 

and radiographers in the diagnosis of brain 

abnormalities. 

In[16], this paper comprehensively examines federated 

learning (FL) systems, particularly in the context of 

healthcare applications. Highlighting its frameworks, 

architectures, and various privacy methods, the review 

emphasizes FL's efficacy in addressing challenges 

related to privacy protection and model sharing in a 

decentralized manner. The exploration of recent 

developments and existing challenges positions FL as a 

promising paradigm with diverse applications, paving 

the way for future research directions in healthcare and 

beyond. 

 

III -PROBLEM STATEMENT 

 

Improving life expectancy poses a significant challenge 

in medicine, particularly with the rise of non-

communicable diseases (NCDs) as the leading causes of 

death, constituting 60% of all mortalities according to 

WHO. Heart disease, brain tumors, cancer, diabetes, and 

chronic lung ailments are the primary offenders, with 

common risk factors such as tobacco, alcohol, poor diet, 

and sedentary lifestyles contributing to 80% of these 

fatalities. Integrating technology into diagnosis and 

treatment methods holds promise for enhancing survival 

rates in these conditions. Consequently, the role of 

technological advancements in addressing healthcare 

issues cannot be overstated. 

Patient safety, a cornerstone of healthcare, is under 

threat in today's landscape due to the vulnerability of 

patient data security. Exploitative individuals seek to 

capitalize on this vulnerability for personal gain. 

Federated learning emerges as a solution to this 

challenge, ensuring patient data confidentiality even 

during utilization, thereby mitigating concerns about 

data misuse and unauthorized access. 

Technological advancements have profoundly impacted 

human health, propelling the development of 

sophisticated medical devices, diagnostics, treatments, 

and healthcare systems. In the face of rising disease 

cases, the inability of physicians to forecast illnesses at 

early stages emphasizes the critical importance of 

introducing technological innovations. Concepts such as 

machine learning (ML) and decentralized approaches 

offer potential solutions, enabling early detection and 

reducing computation time by leveraging stored patient 

histories within devices. 

Early detection of brain tumors is crucial for saving 

lives, yet numerous challenges exist. Decentralized 

disease detection systems, supported by trained local 

data centers, present a robust solution. This distributed 

approach preserves data integrity and diminishes 

corruption risks. These advancements facilitate earlier 

diagnoses and personalized treatments, resulting in 

improved outcomes, reduced healthcare costs, and 

mitigated symptom severity. Given the high mortality 

rate and significant annual cases in India, addressing this 

critical issue warrants urgent action. 

. 

IV-OBJECTIVE 

 

The major goal of this review paper is to develop an 

accurate and efficient model that can effectively 

combine data from multiple sources while preserving 

patient privacy and ensuring data security to develop a 

robust machine learning model that can accurately detect 

brain tumors using federated learning. Utilizing 

federated learning techniques allows the model to be 

trained on multiple devices without sharing raw data, 

ensures data security by implementing appropriate 

measures to prevent data breaches and unauthorized 

access to patient information. 

To address technical challenges like effectively 

combining data from multiple sources, how to handle 

class imbalance, and how to optimize model 

performance. To validate the accuracy and efficiency of 

the federated learning model on real-world data and 

compare it with other traditional approaches for brain 

tumor detection. 

           V-  PROPOSED APPROACH 

The proposed system aims to streamline and enhance 

organizational efficiency by integrating advanced 
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automation features, optimizing resource allocation, 

and fostering seamless communication across diverse 

functional units.  

 

  Flowchart of the model 

The proposed system involves several key steps and 

components: 

1. Centralized Data Gathering: The central problem 

is the challenge of centralized data gathering in the 

context of MRI-based brain tumor detection. 

Centralized MRI storage, a traditional approach, sparks 

privacy concerns in healthcare due to the paramount 

importance of patient confidentiality.   

2. MRI Image Acquisition: The first step in brain 

tumor detection involves acquiring MRI scan images of 

patients. MRI images are a valuable diagnostic tool in 

healthcare, as they provide detailed information about 

the brain's structure and any potential abnormalities. 

3. Federated Learning (FL): To address the issue of 

centralized data gathering and the associated data 

privacy concerns, the module leverages Federated 

Learning (FL).Federated Learning (FL) ensures privacy 

by enabling decentralized model training on local data, 

avoiding centralization of sensitive patient information, 

by sharing only model updates . 

4. Data Pre-processing: After acquiring MRI scans, 

data preprocessing is applied. Data preprocessing is 

crucial for reading raw MRI data for machine learning 

models like Convolutional Neural Networks 

(CNNs).Data preprocessing involves tasks such as 

noise reduction, resizing, pixel value normalization, and 

other operations to ensure consistent and suitable data 

format for analysis. 

5. CNN Model Training and Testing: The pre-

processed data is used to train a CNN model. CNNs are 

deep learning models well-suited for image analysis, 

including the detection of patterns and features in 

medical images. The model's accuracy and performance 

are evaluated using a distinct test dataset, assessing the 

CNN's ability to detect brain tumors accurately in 

unseen data. 

6. Group Segmentation of Medical Images: In 

addition to tumor detection, the module extends its 

capabilities to perform group segmentation of medical 

images. Image segmentation feature aids healthcare 

professionals in pinpointing the exact location and 

extent of tumor regions within MRI scans, offering 

valuable insights for diagnosis and treatment planning. 

7. Resulting System for Brain Tumor Analysis: By 

integrating the aforementioned components, the module 

creates a comprehensive system for brain tumor 

analysis. This system integrates secure CNN-based 

brain tumor detection, FL for privacy, intuitive 

segmentation, and data integrity for comprehensive 

brain tumor analysis from MRI images.       

       VI. IMPLEMENTATION METHODOLOGY 

 

 In the realm of machine learning implementation, the 

versatile and interactive Jupyter Notebook stands out as 

a popular tool. Leveraging its flexibility, the process 

begins with importing essential libraries such as NumPy, 

Pandas, Scikit-learn, TensorFlow, and Keras. 

Subsequently, the dataset, which can be in various 

formats like CSV or Excel, undergoes preprocessing 

steps such as handling missing values, encoding 

categorical variables, and scaling features. The dataset is 

then split into training and testing sets, with the former 

used to train the model and the latter for evaluation. 

Training involves algorithm selection, hyperparameter 

tuning, and model fitting. The performance is evaluated 

using the testing dataset, comparing predicted values 

with actual values. Fine-tuning of hyperparameters 
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optimizes model performance, and deployment involves 

making predictions on new data. 

 Convolutional Neural Network (CNN) 

The Convolutional Neural Network (CNN) is  an 

integral part of deep learning within the realm of 

machine    learning.Its strength lies in effectively 

extracting and classifying features from visual data, 

including images, videos, and even some audio 

signals.This capability makes them highly suitable for 

various classification and recognition problems. It 

comprises the three primary layers—the input layer, 

convolutional layer, and fully connected layer. CNN 

represents a robust framework for diverse analytical 

tasks in visual information processing. 

Federated Learning 

 

In the context of brain tumor detection, Federated 

Learning emerges as a novel approach, emphasizing 

privacy and security. Diverse datasets from various 

medical devices are utilized without transferring 

sensitive patient data to a centralized location. The 

process involves data collection, establishing a 

federated learning system across multiple hospitals, 

independent model training, and collaborative model 

evaluation, ensuring effectiveness across diverse 

datasets. 

  Logistic Regression 

 

Logistic regression is a fundamental supervised 

learning algorithm for forecasting categorical 

dependent variables using independent variables. It 

estimates the likelihood of a categorical result, offering 

probabilities ranging from 0 to 1. This method is 

particularly beneficial for tasks involving binary or 

categorical classification. 

 

Confusion Matrix 

 

The confusion matrix offers a valuable tool for 

scrutinizing the performance of classification models. It 

dissects predictions into categories like True Positives, 

True Negatives, False Positives, and False Negatives, 

providing a comprehensive assessment of precision, 

recall, accuracy, and other performance metrics. This 

thorough examination aids in gaining insights into the 

model's strengths and weaknesses across various 

classes in both binary and multiclass classification 

scenarios.         

 

VII-. EXPECTED OUTCOME 

 

 Aiming High level of accuracy for detecting brain 

tumors using Convolutional Neural    Network   

(CNN). 

 Successful integration of federated learning is 

expected by training the model in a decentralized 

approach . 

 The model should demonstrate its capability to 

protect patient data privacy by avoiding the need 

for a centralized repository of sensitive medical 

information. 

 Development and deployment of a user-friendly 

web application, allowing users to easily upload 

MRI  images for brain tumor detection. 

 A model capable of performing multi-class 

classification to identify different types of brain 

tumors. 

 Ensuring that the model provides interpretable 

results, allowing healthcare professionals to 

understand the   basis for the tumor typing 

classifications.  

 The model would improve overall efficiency and 

allow practitioners to manage larger patient 

workloads effectively. 

 

VIII - CONCLUSION 

 

In this research, we will be developing a module for 

brain tumor detection in the medical science domain, 

using a Convolutional Neural Network (CNN). The 

overarching goal is to achieve optimal execution time 

without latency, ensuring high accuracy in the detection 

process. Our approach involves implementing pixel-

based feature extraction through a segmentation-based 

model, enabling the detection and classification of 

various tumor types. The research will focus on 

optimizing brain tumor prediction accuracy, with CNN 

serving as the primary algorithm. A notable aspect of 

our work will be the adoption of a decentralized 

approach using federated learning, diverging from 

traditional centralization methods. The predictive 

model, set to be implemented and trained in Python, 

will leverage Jupyter Notebook for execution, with an 

anticipated outcome of achieving an impressive 

accuracy of 94.53% in detecting brain tumors within 

the patient dataset.    

 

          

REFERENCES 



https://doi.org/10.46335/IJIES.2024.9.3.6                                                                    e-ISSN: 2456-3463 

Vol. 9, No. 3, 2024, PP. 29-36                           
 

International Journal of Innovations in Engineering and Science,   www.ijies.net 
 

35 
 

[1] Md. Saikat Islam Khan, Anichur Rahman. “Accurate 

brain tumor detection using deep convolutional neural 

network”.  

[2]  Soheila Saeedi,Soraya. “MRI-based brain tumor 

detection using convolutional deep learning methods 

and chosen machine learning techniques” 

[3]  Manav Sharma, Pramanshu Sharma. “Brain Tumor 

detection using Machine learning”. 

[4]  Shreyash Ghosh, Sayeri Biswas, Jitsona De. 

“Automatic Brain Tumor Detection and Classification 

on MRI Images using Machine Learning Techniques”. 

[5] Divya Peketi, Vishnu Chalavadi, C Krishna Mohan, 

Yen WEi Chen, et al. “Automatic Brain Tumor 

Detection and Classification n MRI Images using 

Machine Learning Techniques”.Published by Sayeri 

Biswas On behalf of RCC INSTITUTE OF    

INFORMATION TECHNOLOGY in 2020. 

[6] Khanh  Le Dinh Veit, Khiem Le Ha, Trung Nguyen 

Quoc, Vinh Truong Hoang, et al.  “MRI Brain Tumor 

Classification based on Federated Deep Learning”. 

Published by KhanhLe Dinh Viet on behalf of  the 2023 

Zooming Innovation in Consumer Technologies 

Conference (ZINC).  

[7] Micah  J. Sheller, G. Anthony Reina, Brandon 

Edwards, Jason Martin, and Spyridon Bakas etal 

“Multi-institutional Deep Learning Modeling Without 

Sharing Patient Data: A Feasibility Study on Brain 

Tumor Segmentation”.Published by  Micah J. Sheller 

on behalf of Center for Biomedical Image Computing 

and Analytics (CBICA), University of Pennsylvania, 

Philadelphia, PA, 19104, USA. 

[8]  M. Usman Akram, Anam Usman, et al. “Computer 

Aided System for Brain Tumor Detection and 

Segmentation”. Published by M. Usman Akram on 

behalf of  the International Conference on Computer 

Networks and Information Technology on 28 August 

2022. 

[9] Nguyen  T. Hai; Tran T Mai, et al. “Image 

segmentation for detection of benign and malignant 

tumors”.Published by Pham N. H. Tra on behalf of the 

International Conference on Biomedical Engineering 

(BME-HUST) 

[10]  Manisha  B. Radhakrishnan; L. Padma Suresh, et al. 

“Tumor Region Extraction using Edge   Detection 

Method in Brain MRI Images”. Published by  Manisha; 

B. Radhakrishnan on behalf of  International 

Conference on Circuit, Power and Computing 

Technologies. 

[11]  R. Preetha; M. Jasmine Pemeena Priyadarsini; J. S. 

Nisha. “Comparative Study on Architecture of Deep 

Neural Networks for Segmentation of Brain Tumor 

using Magnetic Resonance Images” 

[12] Anam Mustaqeem, Engr Ali Javed Tehseen Fatima. 

“An Efficient Brain Tumor Detection Algorithm Using 

Watershed & Thresholding Based Segmentation” 

[13] Siti Noraini Sulaiman,Noreliani Awang Non,Iza 

Sazanita Isa,Norhazimi Hamzah.“Segmentation of 

brain MRI image based on clustering algorithm” 

[14] Subrato Bharati, M. Rubaiyat Hossain Mondal, Prajoy 

Podder, Surya Prasath. “Federated learning: 

Applications, challenges and future directions 

[15]  Madhura Joshi, kit Pal, Malaikannan Sankarasubbu. 

“Federated Learning for Healthcare Domain - 

Pipeline, Applications and Challenges”  

  

[16] Polina Mamoshina,Lucy Ojomoko, Yury Yanovich, Alex 

Ostrovski. “Converging blockchain and next-

generation artificial intelligence technologies to 

decentralize and accelerate biomedical research and 

healthcare” 

[17] Ahmad Naeem, Tayyaba Anees, Rizwan Ali Naqvi, 

Woong-Kee Loh. 

[18] “A Comprehensive Analysis of Recent Deep and 

Federated-Learning-Based Methodologies for Brain 

Tumor Diagnosis (2022-02-01)” 

[19] David N. Louis, Arie Perry, Guido Reifenberger, 

Andreas von Deimling, Dominique Figarella-Branger. 

“A Review of Privacy Enhancement Methods for 

Federated Learning in Healthcare Systems”. 

[20] Nicola Rieke, Jonny Hancox, Wenqi Li, Fausto 

Milletarì, Holger R. Roth, “The future of digital health 

with federated learning” 

[21] P. J. Pathane and J. Pimple, "Driving pattern analysis 

system using dataset", system, 2011 

https://ieeexplore.ieee.org/author/37089903753
https://ieeexplore.ieee.org/author/37088959203
https://ieeexplore.ieee.org/author/947810436489657
https://ieeexplore.ieee.org/author/947810436489657
https://www.mecs-press.org/authors/108636.html
https://www.mecs-press.org/authors/104661.html
https://www.mecs-press.org/authors/108637.html
https://ieeexplore.ieee.org/author/37086017323
https://ieeexplore.ieee.org/author/37847920100
https://ieeexplore.ieee.org/author/37847920100
https://ieeexplore.ieee.org/author/37717610800
https://www.researchgate.net/profile/Subrato-Bharati?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6InB1YmxpY2F0aW9uIn19
https://www.researchgate.net/profile/M-Rubaiyat-Mondal-2?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6InB1YmxpY2F0aW9uIn19
https://www.researchgate.net/profile/Prajoy-Podder?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6InB1YmxpY2F0aW9uIn19
https://www.researchgate.net/profile/Prajoy-Podder?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6InB1YmxpY2F0aW9uIn19
https://www.researchgate.net/profile/Surya-Prasath?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6InB1YmxpY2F0aW9uIn19
https://link.springer.com/article/10.1007/s00401-016-1545-1#auth-Andreas-Deimling-Aff4-Aff5
https://link.springer.com/article/10.1007/s00401-016-1545-1#auth-Dominique-Figarella_Branger-Aff6
https://www.nature.com/articles/s41746-020-00323-1#auth-Jonny-Hancox-Aff3
https://www.nature.com/articles/s41746-020-00323-1#auth-Wenqi-Li-Aff4
https://www.nature.com/articles/s41746-020-00323-1#auth-Fausto-Milletar_-Aff1
https://www.nature.com/articles/s41746-020-00323-1#auth-Fausto-Milletar_-Aff1
https://www.nature.com/articles/s41746-020-00323-1#auth-Holger_R_-Roth-Aff5


https://doi.org/10.46335/IJIES.2024.9.3.6                                                                    e-ISSN: 2456-3463 

Vol. 9, No. 3, 2024, PP. 29-36                           
 

International Journal of Innovations in Engineering and Science,   www.ijies.net 
 

36 
 

[22]  Pimple, J.F., Sharma, A., Mishra, J.K. (2024). 

MediSecure: A Blockchain-Enabled Ensemble Learning 

Approach for User-Controlled Single Sign-On and 

Privacy Preservation in Medical Cyber-Physical 

Systems. In: Ponnusamy, S., Bora, V.R. (eds) The Role 

of AI in Biomedical Translations’ Research for the 

Health Care Industry. AIBTR 2023. Communications in 

Computer and Information Science, vol 1987. Springer, 

Cham. 

[23]  Jagdish F. Pimple. (2024). A Bag of Features and 

Blockchain-Based Efficient Cyber-Attack Detection in 

Healthcare Using Deep Convolutional Neural 

Networks. International Journal of Intelligent Systems 

and Applications in Engineering, 12(21s), 2903–2913. 

Retrieved from 

https://ijisae.org/index.php/IJISAE/article/view/5918 

 


