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Abstract – Healthcare data typically consists of a variety 

of variable types, missing values, and is quite large, 

complex, and heterogeneous. These days, having access 

to such knowledge is required. By building models from 

healthcare data sets, such as those pertinent to patient 

data sets for diabetes, data mining can be utilized to 

extract knowledge. In order to predict the prevalence of 

diabetes using 18 risk factors, three data mining 

algorithms—Self-Organizing Map (SOM), C4.5, and 

Random Forest—are used to adult population data from 

the Ministry of National Guard Health Affairs 

(MNGHA), Saudi Arabia. Random Forest performed 

better than other data mining classifiers in comparison. 

Keywords- data mining, machine learning, Diabetes, 

Decision Trees, Healthcare, Logistic Regression, Naïve 
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I. INTRODUCTION 

Chronic hyperglycemia and aberrant protein, 

carbohydrate, and lipid metabolism are features of the 

metabolic illness known as diabetic disease (DA). The 

following are the three main types of diabetes: (DA). A 

person with type 1 diabetes must currently inject insulin 

or use an insulin pump because the body cannot produce 

insulin. Previously, this disorder was referred to as 

IDDA (insulin-dependent diabetic illness) or juvenile 

diabetes. The main contributing factor to type 2 diabetes 

mellitus is insulin resistance, a condition in which cells 

mistreat insulin. Insulin resistance and absolute insulin 

deficit (DA) rarely coexist. The previous titles for this 

type were "adult-onset diabetes" or NIDDA (non-

insulin-dependent diabetic ailment). Pregnant women 

with high blood sugar who have not yet been diagnosed 

with diabetes can develop gestational diabetes, the third 

main kind. India (40.9 million cases), China (38.9 

million cases), the US (19.2 million cases), Russia (9.6 

million cases), and Germany (7.4 million cases) had the 

highest rates of diabetes diagnoses in 2007. It is required 

to structure and emphasize the amount of data into a 

nominal value using a workable approach due to the 

expanding unstructured nature of diabetic data from the 

health industry or any other sources. To expand patient 

access to healthcare services on all levels, reliable 

electronic communication technologies and data sharing 

on diabetes must be used in tandem. Such that each 

patient's data must be kept in one place. Using a health 

information exchange (HIE), it is possible to safely 

gather clinical data from numerous different repositories 

and merge that data into a single patient health record. In 

order to discover or predict specific future events, 

predictive analysis is a strategy that combines data 

mining, statistics, and game theory techniques [6]. It 

accomplishes this using models and techniques from 

statistics or other types of analysis. It uses both current 
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and historical data. Using big data analytics, significant 

predictions or choices in the healthcare industry can be 

produced. In this study, we predicted the most common 

forms of diabetes, its complications, and the type of 

treatment to be given using a predictive analysis 

algorithm in a Hadoop/Map Reduce context. According 

to the analysis, this approach to patient care and 

treatment works well and produces better results in terms 

of affordability and accessibility. To predict upcoming 

events or unknowable consequences, predictive analytics 

employs statistical or machine learning techniques [1]. 

The question "what's the next step?" is addressed using 

text mining with unstructured data. It forecasts conduct, 

trends, and activity for the present and the future. It 

accomplishes this by utilizing automated machine 

learning algorithms, analytical queries, and statistical 

analysis methods. The World Health Organization 

(WHO) forecasts that 350 million people will have 

diabetes worldwide by 2030 [2, 3]. Almost all of the 

food we consume is transformed into glucose or sugar. 

Now, this sugar or glucose is transformed into energy. 

Glucose is carried by insulin to the body's cells. The 

body's insufficient or improper usage of the hormone 

insulin causes diabetes. 

To create predictive models for predictive analytics, 

experts are required. Prediction is accomplished using 

these models. Predictive analytics has a wide range of 

uses, particularly in the healthcare sector. The most 

prevalent illness right now is diabetes. Everyone is 

impacted, and the number of patients grows every day. It 

was said by Type 1, Type 2, gestational, and pre-

diabetes are the four different kinds of diabetes.  Type 1 

diabetes, in which the pancreas does not generate the 

hormone insulin, is often referred to as insulin-

dependent diabetes [4]. Type 2 diabetes, sometimes 

referred to as non-insulin-dependent diabetes, is 

characterized by normal insulin production and insulin 

resistance in the body [4]. Gestational diabetes is a form 

of diabetes that can affect pregnant women [5]. Blood 

sugar levels that are higher than normal but not high 

enough to be diagnosed as diabetes are referred to as 

pre-diabetes [6]. Diabetes is a disease that harms blood 

vessels, the kidneys, the heart, the eyes, the nerves, and 

other body parts [7]. Predictive analytics in the field of 

diabetes can be utilized for diabetes diagnosis, diabetes 

prediction, diabetes self-management, and diabetes 

prevention, according to a literature review. 

II. LITERATURE REVIEW 

• M. Kannan and P. Yasodha [2] Several datasets that 

can be used to diagnose diabetes in people are 

categorized in this study. The data set for the diabetic 

patient is created by combining the 239 instances and 7 

attributes from the hospital warehouse. Both blood tests 

and urine tests are mentioned in these instances of the 

dataset. 

 

• A. Rawal, N. NiyatiGupta, and V. Narasimhan [3] The 

study assesses the effectiveness of the same classifiers 

when applied using several additional tools, such as 

Rapidminer and Matlab, while keeping the same 

parameters. It makes an effort to evaluate the accuracy, 

sensitivity, and specificity of different classification 

methods in WEKA as well as seek and find the accuracy, 

sensitivity, and specificity percentages of various 

classification methods. The JRIP, BayesNet, and Jgraft 

algorithms were used. 

• Paul Lee H [4] A classification model for undiagnosed 

diabetes was created using the Classification and 

Regression Tree (CART) method. According to WHO 

guidelines, the person showed signs of diabetes. The 

exposure variables were socioeconomic status and 

demographics. The evaluation dataset, which represented 

the remaining 30% of the sample, was utilized to 

determine the testing dataset's area under the receiver 

operating characteristic curve (AUC). CART models 

were created using the training dataset, which contained 

70% of the data that was randomly chosen. The training 

dataset, the oversampled training dataset, the weighted 

training dataset, and the under sampled training dataset 

were all used to develop CART models. In addition, the 

case-to-control ratios of 1:1, 1:2, and 1:4 for resampling 

were looked at. 

• Meryem SAIDI, Nesma SETTOUTI, and Mohamed 

Amine CHIKH [7]. The authors of this article suggested 

MAIRS2, a ground-breaking method for identifying 

diabetes. The size of the diabetes dataset was reduced in 

the first phase using the AIRS2 learning approach, and 

the resulting database was named Memory Cells Pool. 

Because classification is done using the k-nearest 

neighbor method, whose classification time depends on 

the amount of data points used to categories a previously 

unknown data item, the methodology benefits from any 

decrease in the overall number of produced memory 

cells. We employ the fuzzy k-nearest neighbor to 

classify each patient in order to get around the k-nn 

classifier's restrictions in the second stage. We use the 

diabetes dataset for Pima Indians to assess the efficacy 

of our MAIRS2 algorithm.  
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• Sampath P., Lavanya S., Eswari T., and Dr. Saravana 

Kumar N. M. All of the aforementioned studies were 

successful in producing accurate prediction models from 

the diabetic data set. In this study, we predict and 

classify the type of diabetes using a predictive analysis 

technique in a Hadoop/Map Reduce environment. The 

cost-effectiveness of this method of patient care is higher 

than it is in terms of accessibility and affordability. Data 

collecting, data warehousing, predictive analysis, and 

report processing are just a few of the functions that 

make up the predictive analysis system's architecture. 

III. METHOLOGY 

Many algorithms are used in the literature review to 

detect diabetes. On the basis of the survey data, Nave 

Bayes, Logistic Regression, J48, and AdaBoost 

outperform other diabetes diagnosis algorithms.  

1) Naïve Bayes  

Naïve Bayes is a classification algorithm. This algorithm 

depends upon the Bayes theorem. This is a simple and 

very powerful algorithm.  

 Bayes theorem: Bayes theorem finds the 

probability of an event occurring given the 

probability of another event that has already 

occurred.  

               P (A/B) = (P (B/A) P (A)) / P (B)  

Where P (A) – Priority of A  

P (B) – Priority of B  

P (A/B) – Posteriori priority of B  

 Naïve Bayes algorithm is easy and fast. This 

algorithm needs less training data and is highly 

scalable  

2) Logistic Regression  

A supervised classification technique called logistic 

regression gives the likelihood that a binary dependent 

variable would be predicted from the independent 

variable of the dataset. The likelihood of an outcome 

with two possible values—zero or one, yes or no, and 

false or true—is predicted by logistic regression.. 

Although logistic regression and linear regression are 

similar, logistic regression yields a curve instead of a 

straight line. Based on the use of one or more predictors 

or independent variables, logistic regression generates 

logistic curves that plot values between zero and one. 

Regression is a regression model that examines the 

relationship between a number of independent factors 

and a categorical dependent variable. Binary logistic 

models, multiple logistic models, and binomial logistic 

models are only a few of the numerous varieties of 

logistic regression models. In order to determine the 

likelihood of a binary answer based on one or more 

predictors, the binary Logistic Regression model is 

utilized. · 

 This algorithm is similar to the linear regression 

algorithm. But linear regression is used for predicting / 

forecast values and Logistic regression is used for the 

classification task.  

· Linear regression is classified as  

Ø  Binomial – 2 Possible types (i.e. 0 or 1) only  

Ø Multinomial – 3 or more possible types which are not 

ordered  

Ø Ordinal – Ordered in category (i.e. very poor, poor, 

good, very good)  

· This algorithm is easy for binary and multivariate 

classification tasks.  

3) J48  

A conditional control statement is used in the decision 

tree algorithm, which predicts the ultimate decision by 

using a tree-like graph or model of decisions and their 

potential outcomes. An algorithm for approaching 

discrete-valued target functions is called a decision tree, 

and it is represented by a learnt function. These kinds of 

algorithms are well-known and have been effectively 

used for a wide variety of inductive learning tasks. In 

order to determine whether a new transaction is 

legitimate or fraudulent for which the class label is 

unknown, first assign it a label. Next, the transaction 

value is checked against the decision tree, and finally, a 

path is established from the root node to the transaction's 

output or class label. The result of the content of the leaf 

node is decided by decision rules. In general rules have 

the form of 'If condition 1 and condition 2 but not 

condition 3 then outcome'. A decision tree enables the 

inclusion of additional potential scenarios and aids in 

determining the worst, best, and anticipated values for 

various circumstances. 
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· J48 algorithms used to generate a decision tree and it is 

for the classification task.  

· J48 is an extended of ID3 (Iterative Dichotomieser 3). 

This algorithm has some special features such as rules 

derivation, continuous value range, decision tree 

pruning, etc.  

· J48 algorithm is the most extensively analyzed area in 

machine learning. They analyze based on generated 

decision trees and understandable rules.  

· This algorithm works on constant and categorical 

variables.  

4) Ada Boost  

 Ada Boost is a machine learning algorithm created 

mostly for binary categorization. This approach is used 

to improve the decision tree's performance. 

· For Ada Boost, Each instance in the training dataset is 

weighted. Initial weight is set To Weight (xi) = (1/n) 

Where, xi – ith training instance  

n – Number of the training instance  

This algorithm is mainly for classification rather than 

regression. So the Ada Boost algorithm is used in fraud 

detection because this classifies the transaction which 

transactions that are fraudulent and non-fraudulent. 

IV. CONCLUSION 

In this paper, a thorough explanation of predictive 

modeling is provided along with a combination of 

traditional and hybrid prediction models. Modeling, This 

study shown that hybrid models outperform traditional 

models in terms of accuracy of outcomes. A researcher 

who is interested in conducting research to develop a 

clinical prediction model would find this study to be 

helpful. Diabetes is a frequent disease in underdeveloped 

countries like India, so there is a lot of space for 

improvement in clinical prediction models in this area. 

According to the analysis of the aforementioned studies, 

some of the numerous holes that need to be filled include 

the use of different datasets, the detection of outliers, 

strengthening the prediction model, and integrating 

optimization approaches into the hybrid prediction 

model. 
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