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Abstract: With the increasing dependence on cloud 

computing and Internet of Things (IoT) environments, 

data integrity, confidentiality, and availability become 

significantly larger issues. The reviews of the existing 

IDSs have often failed to consider the optimization 

techniques, scalability, privacy preservation, and 

adaptability of such systems to real-world threats. 

Moreover, numerous reviews do not synthesize the 

relative performance of state-of-art ML and DL 

models designed for cloud IDS applications. 

Addressed those gaps as there is a comprehensive 

review regarding an advance methodology for the 

optimization-driven, IDS. Various ranges of methods 

are included SHO-DESNID; CIDF VAWGAN-GOA, 

and REPO Stack, that are optimized for novel anomaly 

detection using innovative      techniques such as 

Seahorse Optimization and Archerfish Hunting 

Optimizer, respectively. Models based on federated 

learning, such as LS2DNN with PBKA and 

blockchain-based architectures, like SecFedIDM-V1, 

are critically analysed for their privacy-preserving 

capabilities and their scalability. Besides, continuous 

learning frameworks like HFIN and synthetic data 

generation models such as CDAAE + CDAEE-KNN 

 are reviewed in terms of their effectiveness in dealing 

with dynamic and rare cyber threats. The results show 

that hybrid approaches combining ML, DL, and 

optimization techniques outperform traditional 

approaches with an accuracy of up to 99.9% and  

 

lower computational overhead. This review offers 

actionable insights into the design of robust, scalable, 

and adaptive IDS frameworks for diverse applications, 

ranging from cloud environments to IoT and IIoT 

landscapes. This work contributes to advancing 

cybersecurity solutions, identifying optimal models for 

specific scenarios that close critical gaps in the 

research process of cloud IDS. 

 

Keywords: Cloud Computing, Intrusion Detection 

Systems, Machine Learning, Optimization Algorithms, 

Cybersecurity, Analysis 

 

INTRODUCTION 

Cloud computing and IoT technologies have been a 

paradigm shift in processing, storage, and data 

transmission. These are demands on much more 

solutions to the area of cybersecurity, since systems like 

these happen to be open and highly distributed and thus 

vulnerable to a huge amount of malicious attacks. IDS 

[1, 2, 3] play vital roles in cloud environments by 

making possible identifications and countermeasures 

against such a threat. However, such rapid evolution of 

cyber attacks, as well as the increasing complexity and 

scale of current networks, require sophisticated, flexible, 
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and highly efficient solutions for IDS. Traditional IDS 

frameworks [4, 5, 6] suffer from limitations such as high 

false positive rates, poor feature selection, and being not 

scalable. In addition, little efforts in most research work, 

beyond those above, have comprehensively undertaken 

review on new trends that might be involved to advance 

optimizations or hybrid models related to federated 

learning models. What a systematic synthesis of 

approaches relative in the superiority in development 

may inform in best practices regarding strong 

recommendations in the building of sound IDS solutions 

toward particular Cloud or IoT application. 

This paper gives an in-depth systematic review based on 

the current approaches towards IDS while focusing on a 

hybrid framework comprising embedding optimization 

algorithms, ML/DL techniques, and architectures of 

federated learning. Discussion on the efficiency, 

accuracy, scalability, and adaptability with such methods 

such as Seahorse Optimization Deep Echo State 

Network, CIDF VAWGAN-GOA, and LS2DNN with 

PBKA shall be conducted in this context. This paper 

further critically examines emerging frameworks that 

include blockchain-based IDSs, such as SecFedIDM-V1, 

and continuous learning systems like HFIN for the 

promise to deliver real-time intrusion detection and clear 

up current privacy concerns. Overall findings based on 

this systematic analysis therefore offer a highly 

consolidated view of the present advancements in IDS 

technologies and their applications to different contexts 

such as cloud environments, IoT systems, and IIoT 

landscapes. The conclusions drawn from this review 

serve as a guide for researchers and practitioners to 

design more efficient, scalable and adaptive IDS 

frameworks eventually contributing to the advancement 

of secure computing infrastructures & scenarios. 

Motivation and Contribution 

Because of the exponential growth of cloud computing 

and IoT ecosystems, both these entities have now 

become essentials in industries ranging from health and 

city-wise intelligence to everything else. This, however 

is associated with immense cybersecurity threats - a 

spectrum from Distributed Denial of Service attacks to 

advanced persistent threats. Traditional IDS frameworks 

fail to meet such dynamic environments' demands 

because they are not scalable and adaptive to new attack 

patterns. Thus, there is an urgent need for innovative 

approaches that can leverage optimization techniques, 

federated learning, and hybrid ML/DL methodologies to 

enhance intrusion detection capabilities while preserving 

data privacy and computational efficiency levels. These 

critical challenges are addressed by doing an iterative 

and systematic review of methodologies advanced for 

IDS focusing on optimization-driven and federated 

learning-based systems. Using the analysis of methods 

like SHO-DESNID Seahorse Optimization Deep Echo 

State Network, CIDF VAWGAN-GOA, and LS2DNN 

with PBKA, the current work describes the strength that 

such types of methodologies possess in anomaly 

detection, feature selection, and scalability. This review 

goes in more depth about the innovative architectures 

introduced here, namely blockchain-integrated IDS and 

federated learning frameworks, that could preserve their 

privacy and maintain real-time adaptability. Optimal 

models exist for various applications, but as for the IDS 

system, which was missing, this work forms an opening 

into a thorough resource for updating cybersecurity 

solutions in domains such as cloud and IoT. 

1. Review of Existing Models for IDS Analysis 

The increasing deployment of cloud computing elevates 

the necessity for strong security measures that protect 

sensitive data against intrusions and malicious activities. 

Variations in methodologies exist within the literature 

for intrusion detection within a cloud-based 

environment, with traditional methods to advanced 

machine learning and optimization-driven approaches. 

This section synthesizes key contributions in the field, 

discussing methodologies, challenges, and 

developments, with reference to works in process. 

Intrusion Detection Systems in Cloud Computing 

IDS is the core component that ensures confidentiality, 

integrity, and availability in cloud computing systems. 

The introduction of ML and DL into IDS has completely 

changed the scenario with adaptive and accurate threat 

detection. Work in [1] emphasizes the role of 

cryptographic and optimization methods to improve the 

functionality of IDS and has devised a Sea Horse 

Optimization with Deep Echo State Network-based 

Intrusion Detection (SHO-DESNID). This method uses 

min-max normalization along with the optimization of 

hyperparameters to make performance on intrusion 

detection superior. Similarly, [2] solves a persistent 

problem, that is false positives, of NIDS using time-

series modeling combined with collaborative feature 

selection with the Facebook Prophet model. 

Improvement is observed vastly about efficiency in 

prediction and reduced computational overhead. Focus 

on scalability and accuracy is aligned with the 

increasingly on-demand real-time threat identification in 

cloud infrastructures process. 

Machine Learning and Optimization Techniques 

Optimization algorithms are increasingly focused on 

recent advances and deployed today for enhancing the 
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accuracy of IDS detection and its computational 

efficiency. Work in [5] has presented Horse Herd 

Optimization with Deep Learning-based Intrusion 

Detection Approach, which combines invasive weed 

optimization for feature selection and attention-based 

bidirectional LSTM for intrusion detection. Similarly, 

[11] proposed the hybrid technique that combined 

Quantum Particle Swarm Optimization with Extreme 

Learning Machines, where the model size became 

smaller and detection speed increased without affecting 

the accuracy. The applicability of bio-inspired 

algorithms is further enhanced by the integration with 

machine learning in [12], particularly in addressing 

security issues with WSNs-IoT, as it seeks to incorporate 

the Firefly Algorithm with accuracy, proving excellent 

intrusion detection. This sums up the strength in 

optimization-based solutions, which work well in 

resource-constrained environments. 

Deep Learning and Hybrid Frameworks 

Deep learning can act in IDSs at an unparalleled level, as 

it is believed capable to pattern recognition and anomaly 

detection. [3] focuses on a Deep Reinforcement 

Learning-based IDS which provides high accuracy in 

identifying IoT-related threats. [7] proposed a hybrid 

REPOStack model, which uses recursive feature 

elimination and ensemble learning techniques, exhibiting 

superior accuracy and robustness within benchmark 

datasets & samples. 

Table 1. Comparative Analysis of Existing Methods 

Refer

ence 

Method 

Used 

PRISMA 

Findings 

Strengths Limitatio

ns 

[1] SHO-

DESNID 

(Sea 

Horse 

Optimiz

ation 

with 

Deep 

Echo 

State 

Network

) 

Demonst

rates 

enhanced 

cloud 

security 

through 

pre-

processin

g and 

DESN 

classifica

tion with 

hyperpar

ameter 

optimizat

Superior 

intrusion 

detection 

performan

ce with 

benchmar

k datasets; 

effective 

multi-

class 

classificati

on. 

Computat

ional 

complexit

y in large-

scale 

environm

ents. 

ion. 

[2] Collabor

ative FS 

and 

Faceboo

k 

Prophet 

Model 

Reduces 

predictor

s while 

improvin

g early 

intrusion 

detection 

using 

time-

series 

anomalie

s. 

High 

performan

ce in time-

series 

modeling; 

significant 

resource 

usage 

reduction. 

Limited 

scalability 

for 

complex 

anomaly 

patterns. 

[3] Deep 

Reinforc

ement 

Learning

-Based 

IDS 

Self-

learning 

and real-

time 

adaptatio

n for 

intrusion 

detection 

in IoT 

and fog 

environm

ents. 

High 

accuracy 

in 

detecting 

Botnet 

attacks; 

robust 

performan

ce with 

CIC-

IDS2018. 

Computat

ional 

overhead 

in real-

time 

settings. 

[4] Literatur

e 

Review 

on 

ML/DL 

in Cloud 

Security 

Synthesiz

es 

challenge

s and 

trends in 

ML/DL-

based 

cloud 

security. 

Comprehe

nsive 

review of 

4051 

publicatio

ns; 

identifies 

future 

directions. 

Lack of 

experime

ntal 

validation

. 

[5] HHODL

-IDA 

(Horse 

Herd 

Optimiz

ation 

with 

DL) 

Combine

s 

invasive 

weed 

optimizat

ion and 

attention-

based 

BiLSTM 

for IDS. 

High 

detection 

rates with 

benchmar

k 

databases; 

optimized 

hyperpara

meters. 

Dependen

cy on 

dataset 

quality 

for 

accuracy. 
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[6] EICDL 

(Ensemb

le 

Intrusion 

Detectio

n with 

DL) 

Improves 

accuracy 

and 

recall 

using an 

ensemble 

technique 

on 

multiple 

datasets. 

Effective 

detection 

of modern 

threats; 

robust 

against 

varying 

intrusion 

patterns. 

Requires 

extensive 

computati

onal 

resources 

for 

ensemble 

learning. 

[7] REPOSt

ack 

Hybrid 

Model 

Enhances 

IDS 

performa

nce with 

RFE, 

SAEO_P

SO, and 

stacked 

ensemble 

technique

s. 

Improved 

precision, 

specificity

, and 

sensitivity

. 

Limited 

evaluation 

across 

diverse 

datasets. 

[8] Panthera 

Leo 

Optimiz

ation 

with 

Feedfor

ward 

Network 

Ensures 

high 

vulnerabi

lity 

detection 

in the 

cloud 

network. 

High 

accuracy 

and recall 

rates; 

robust to 

expanding 

network 

threats. 

High 

chance of 

non-

detection 

in 

variable 

datasets. 

[9] Generati

ve ML 

for Data 

Augmen

tation 

Uses 

GANs 

for 

generatin

g cloud-

compatib

le data 

augmenta

tion. 

Addresses 

dataset 

limitations

; 

emphasize

s GPU-

powered 

integratio

n. 

Computat

ional 

requireme

nts for 

GANs 

remain 

high. 

[10] Adaptive 

Boosting 

for 

IoMT 

IDS 

Detects 

IoMT-

based 

cyber-

attacks 

using 

adaptive 

High 

accuracy 

and F1-

scores; 

improved 

over 

existing 

Limited 

applicabil

ity to non-

IoMT 

systems. 

boosting 

and 

diverse 

ML 

classifier

s. 

models. 

[11] QPSO-

ELM 

(Quantu

m 

Particle 

Swarm 

Optimiz

ation 

with 

Extreme 

Learning 

Machine

) 

Combine

s feature 

selection 

and 

detection 

speed 

optimizat

ion. 

Reduces 

detection 

model 

size 

without 

accuracy 

loss. 

Sensitivit

y to initial 

hyperpara

meter 

tuning. 

[12] FA-ML 

(Firefly 

Algorith

m with 

ML) 

Enhances 

WSN-

IoT 

intrusion 

detection 

using 

SVM and 

Grey 

Wolf 

Optimize

r. 

High 

accuracy 

and 

robustness

; suitable 

for critical 

sectors. 

Dependen

cy on bio-

inspired 

algorithm

s for 

optimizati

on. 

[13] Multiple 

Attack 

Detectio

n Model 

Targets 

phishing, 

malware, 

DDoS, 

and DNS 

attacks 

using 

supervise

d ML. 

Broad 

applicabili

ty; 

efficient 

multi-

class 

detection. 

Computat

ional 

constraint

s in real-

time 

environm

ents. 

[14] Optimiz

ed ML 

for IoT 

IDS 

Uses 

real-time 

data and 

diverse 

ML 

algorithm

s for 

Achieves 

high 

accuracy 

(99.9%); 

adaptable 

to IoT 

scenarios. 

Limited 

scalability 

for larger 

networks. 
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optimize

d 

intrusion 

detection

. 

[15] SMOTE

-

TomekLi

nk with 

ML 

Enhances 

WSN 

IDS 

accuracy 

by 

addressin

g dataset 

imbalanc

e. 

Exception

al 

accuracy 

in binary 

and multi-

class 

scenarios. 

High 

computati

onal 

overhead 

for large 

datasets. 

[16] Hybrid 

LSTM 

with 

Anomal

y 

Detectio

n 

Detects 

known 

and 

unknown 

attacks in 

virtualize

d cloud 

environm

ents. 

High 

accuracy 

and low 

false 

positive 

rates. 

Computat

ional 

limitation

s in high-

traffic 

scenarios. 

[17] SAPGA

N (Self-

Attentio

n 

Progress

ive 

GAN) 

Detects 

security 

threats in 

IoT 

networks 

with 

advanced 

GAN-

based 

feature 

selection. 

Improves 

accuracy 

and 

reduces 

computati

onal time. 

GAN 

training 

complexit

y remains 

a 

challenge. 

[18] DL-

HIDS 

with 

Deep 

CNN 

Employs 

image-

based 

features 

for 

detecting 

cloud 

attacks. 

Significan

t 

improvem

ent in 

detection 

accuracy 

and 

precision. 

Optimal 

image 

size 

determina

tion 

requires 

extensive 

experime

ntation. 

[19] OD-

IDS2022 

Provides 

a 

Addresses 

limitations 

Limited 

applicatio

Dataset compreh

ensive 

dataset 

for 

evaluatin

g IDS 

technique

s. 

of existing 

datasets; 

supports 

diverse 

attack 

scenarios. 

n to non-

benchmar

k datasets 

& 

samples. 

[20] Hybrid 

ML for 

Cloud 

Data 

Governa

nce 

Enhances 

cloud 

data 

access 

governan

ce with 

distribute

d 

architect

ure and 

privacy-

aware 

solutions. 

Integrates 

blockchai

n and 

federated 

learning 

for robust 

security. 

Scalabilit

y 

challenge

s in large-

scale 

deployme

nts. 

 

 

 

 

 

 

 

 

 

Figure 1. Model’s Accuracy Levels 

Hybrid frameworks that combine two or more 

methodologies have proven quite promising in 

overcoming difficult  

intrusion scenarios. For instance, in [16], a framework 

for integration of LSTM with system call frequency 

analysis is proposed and achieves high precision along 

with low false positives. Furthermore, GAN has been 

further used for image-based IDS in [9], that shows the 
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diversification of DL's applicability concerning cloud 

security. Despite all this, challenges pertaining to 

availability and scalability of datasets, as well as 

explainability, remain critical. Work in [19] addresses 

the need for more elaborate datasets by proposing the 

OD-IDS2022, which accommodates a diversity of attack 

scenarios and meets important evaluation criteria. 

Moreover, data privacy, scalability, and compliance to 

legal frameworks have been mentioned as important 

issues in future research, stressing the need for a balance 

between performance and ethical considerations [4]. The 

increasing complexity of attacks demands novel 

approaches that can be implemented through the 

framework proposed here, which integrates feature 

optimization through self-attention mechanisms within 

the Self-Attention Progressive GAN in [17] for IoT 

intrusion detection. In that respect, [20] stresses the 

potential of hybrid ML architectures and distributed 

cloud infrastructure toward building secure and privacy-

aware data governance models. 

Machine Learning and Optimization Techniques in 

Cloud Intrusion Detection 

Integration of ML with optimization techniques has 

improved IDS significantly with higher accuracy and 

efficiency. In [21], a federated learning-based IDS was 

developed using privacy-preserving mechanisms, such as 

Pearson correlation and Brownian motion-induced k-

anonymity, with a Linear Sigmoid Singleton Deep 

Neural Network (LS2DNN). With feature selection, by 

using C2MJOA, the proposed methodology is supposed 

to be able to get superior classification as compared with 

conventional models. [22] designed Cloud Intrusion 

Detection System by using variational Autoencoder 

Wasserstein Generative Adversarial Networks, 

optimized by using a Gazelle Optimization Algorithm, 

GOA. Besides the redundancy problems, the use of 

AHOA feature selection technique achieves much 

improved system for recall, AUC, and computing time. 

In [26], a hybrid metaheuristic approach combining bio-

inspired algorithms with machine learning, applied to 

Matusita Distance and Fisher's Score feature selection, 

combined with the Beluga Whale-Tasmanian Devil 

Optimization algorithm in the parameter tuning stage. 

The proposed approach achieved high precision, 

accuracy, and F1 scores. Thus, it proves the efficiency of 

hybrid approaches for cloud-based IDS. 

Deep Learning and Hybrid Frameworks 

Deep learning frameworks have emerged as a strong 

means to enhance the features of an IDS. In [24], work 

proposed self-configuring intrusion detection using 

Marine Goal Optimizer-based BiLSTM and gained 

accuracies greater than 99% for several datasets. 

Similarly, [27] used a Stacked Contractive Autoencoder 

(SCAE) with support vector machines for enhanced 

feature representation and reduction of analytical 

overhead, with the highest detection rates. Hybrid 

frameworks address complexity further in intrusion 

scenarios. Work in [31] presented the Secure Federated 

Intrusion Detection Model (SecFedIDM-V1), which also 

integrated blockchain with Bidirectional LSTM networks 

in the distributed cloud environment. The attack-type 

classification was achieved with robust security over 

data by implementing Hyperledger Fabric sets. The 

development of synthetic datasets using generative 

models is presented in [32]. K-Nearest Neighbor 

algorithms along with Conditional Denoising 

Adversarial Autoencoders (CDAAE) are proposed to 

generate malicious samples. This gave cloud IDS a 

greater resilience against unknown types of attacks, such 

as low-rate and application-layer DDoS attacks. 

Table 2. Comparative Analysis of Existing Methods 

Refer

ence 

Method 

Used 

PRISM

A 

Findings 

Strengths Limitatio

ns 

[21] LS2DN

N with 

PBKA 

for 

Federate

d 

Learnin

g IDS 

Efficient 

feature 

selection 

with 

C2MJO

A and 

privacy-

preservin

g 

intrusion 

detection

. 

Lightweig

ht and 

privacy-

focused 

with high 

accuracy. 

Complexit

y increases 

with large 

datasets. 

[22] CIDF 

VAWG

AN-

GOA 

Utilizes 

optimiza

tion 

techniqu

es to 

improve 

feature 

selection 

Enhanced 

recall, 

AUC, and 

reduced 

computati

onal time. 

Limited 

generaliza

bility to 

newer 

attack 

types. 



https://doi.org/10.46335/IJIES.2025.10.8.19                                                            e-ISSN: 2456-3463 

Vol. 10, No. 8, 2025, PP. 105-120                          

International Journal of Innovations in Engineering and Science, www.ijies.net 

111 

 

and 

detection 

metrics. 

[23] GraphS

AGE 

with 

CBLOF 

and 

Isolatio

n Forest 

Real-

time 

anomaly 

detection 

using 

knowled

ge 

graphs 

and 

machine 

learning. 

Scalable 

solution 

with re-

optimizati

on 

capabiliti

es. 

Dependent 

on 

accurate 

infrastruct

ure 

representat

ions. 

[24] MgLST

M 

Model 

Self-

configuri

ng IDS 

leveragin

g marine 

goal 

optimiza

tion and 

BiLSTM

. 

High 

specificit

y and 

sensitivity 

across 

multiple 

datasets. 

Applicabili

ty limited 

to specific 

dataset 

structures. 

[25] SMOTE 

with 

Automa

ted ML 

Data-

driven 

approach 

addressi

ng 

dataset 

imbalanc

e for 

multi-

class 

classifica

tion. 

High 

accuracy 

and cost-

efficient 

hyperpara

meter 

tuning. 

Requires 

high-

quality 

initial 

datasets. 

[26] Hybrid 

Deep 

CNN-

BWTD

O 

Combine

s bio-

inspired 

algorith

ms with 

ML for 

feature 

optimiza

tion and 

classifica

High 

precision 

and recall 

rates. 

Complexit

y in 

integrating 

bio-

inspired 

methods. 

tion. 

[27] SCAE+

SVM 

Unsuper

vised 

feature 

extractio

n with 

deep and 

shallow 

learning 

combinat

ion. 

Efficient 

handling 

of high-

dimensio

nal 

network 

traffic. 

Analytical 

overhead 

for very 

large 

datasets. 

[28] Random 

Forest 

with 

Feature 

Enginee

ring 

Intrusion 

detection 

using RF 

classifier

s on 

cloud 

datasets. 

Achieves 

near-

perfect 

accuracy 

across 

datasets. 

Limited 

adaptabilit

y to 

evolving 

threats. 

[29] HFL-

HLSTM 

Model 

Hierarch

ical 

federated 

learning 

for IoMT 

data 

privacy 

and 

intrusion 

detection

. 

High 

training 

accuracy 

with 

minimal 

loss. 

Resource-

intensive 

for real-

time 

implement

ation. 

[30] Analysi

s of 

IDPS in 

Cloud 

Evaluate

s 

inefficie

ncies in 

IDPS 

against 

covert 

timing 

channel 

attacks. 

Highlight

s critical 

gaps in 

current 

cloud 

defenses. 

Lacks 

actionable 

solutions 

or 

alternative 

defenses. 

[31] SecFedI

DM-V1 

Federate

d IDS 

with 

blockcha

in and 

BiLSTM 

High 

precision 

and 

adaptabili

ty in 

federated 

Dependenc

y on 

blockchain 

infrastruct

ure for 
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RNN for 

traffic 

classifica

tion. 

environm

ents. 

security. 

[32] CDAAE 

and 

CDAEE

-KNN 

Generati

ve 

models 

to 

augment 

datasets 

and 

improve 

IDS 

accuracy. 

Robust 

detection 

of DDoS 

attacks, 

including 

low-rate 

variants. 

Requires 

extensive 

computatio

nal 

resources 

for 

training. 

[33] Modifie

d Firefly 

Algorith

m with 

DT 

Feature 

selection 

to reduce 

computat

ional 

complexi

ty and 

false 

alarms. 

Improved 

IDS 

efficiency 

and 

accuracy. 

Limited 

evaluation 

on non-

standard 

datasets. 

[34] MTIDaa

S 

Multi-

tenant 

framewo

rk 

integrati

ng IDS 

for SaaS 

environ

ments. 

Cost-

effective 

and 

minimal 

virtualizat

ion 

overhead. 

Requires 

alignment 

with 

tenant-

specific 

requireme

nts. 

[35] MIRES Intrusion 

recovery 

for 

BaaS-

based 

mobile 

applicati

ons 

using a 

two-

stage 

process. 

Rapid 

recovery 

with 

minimal 

applicatio

n 

downtime

. 

Focuses 

only on 

post-attack 

recovery. 

[36] SMOTE 

with RF 

and 

Feature 

Selectio

n 

Improve

d IDS 

performa

nce on 

imbalanc

ed 

datasets 

using 

hybrid 

approach

es. 

High 

accuracy 

in multi-

class 

classificat

ion 

scenarios. 

Computati

onally 

expensive 

for large-

scale 

application

s. 

[37] NCMS 

Security 

Architec

ture 

Integrate

d 

security 

system 

for 

cloud-

edge-

terminal 

networks 

with zero 

trust 

principle

s. 

Active 

protection 

and 

dynamic 

authorizat

ion 

mechanis

ms. 

Complexit

y in large-

scale 

industrial 

implement

ations. 

[38] HFIN Federate

d 

incremen

tal 

learning 

for IIoT 

intrusion 

detection 

with 

optimize

d data 

transmis

sion. 

Superior 

accuracy 

and 

adaptabili

ty to 

dynamic 

IIoT 

environm

ents. 

Requires 

significant 

bandwidth 

and 

resource 

manageme

nt. 

[39] SDMTA 

for 

DDoS 

Mitigati

on 

Novel 

architect

ure 

addressi

ng DDoS 

in hybrid 

cloud 

environ

ments. 

High 

sensitivity 

and 

specificit

y for 

DDoS 

detection. 

Focused 

primarily 

on DDoS 

attacks. 
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[40] ThreatP

ro 

Dynamic 

threat 

analysis 

using a 

technolo

gy-

agnostic 

informati

on flow 

model. 

Compreh

ensive 

multi-

layer 

attack 

traceabilit

y. 

Lacks 

practical 

implement

ation 

details. 

 

Figure 2. Model’s Precision Levels 

Advanced Architectures and Real-Time Detection 

Systems 

Real-time, adaptive IDS rollout has been one of the 

central themes in cloud intrusion detection. The 

MTIDaaS framework proposed in [34] introduced a 

flexible intrusion detection system as a service that was 

tuned for security for cloud providers as well as tenants. 

Similarly, [30] identified the inadequacy of present-day 

intrusion detection services regarding covert timing 

channel attacks and threatened with a better threat 

detection requirement. In [38], a Hierarchical Federated 

Incremental Learning Network (HFIN) was proposed for 

IIoT environments. In HFIN, resource constraints are 

well balanced with robust detection capabilities. The 

system outperformed the baselines in accuracy and F1 

scores by giving priority to the critical attack data during 

training. 

Feature Selection and Dataset Imbalance Issues 

Feature selection along with dataset imbalance is 

considered one among the biggest challenges faced by 

cloud intrusion detection systems. Work in [33] 

suggested a modified Firefly Algorithm to improve 

feature selection, while enhancing the performance with 

a reduced computational complexity. In addition, [36] 

handled data imbalance with SMOTE and hybrid feature 

selection techniques, which resulted in significantly 

improved detection accuracy and decreased false positive 

rates. The lack of sufficient comprehensive datasets for 

the evaluation of cloud IDS was also addressed in [39], 

by developing SDMTA architecture for the mitigation of 

DDoS. Its accuracy and specificity are prevailing over 

currently developed state-of-the-art methods, which 

consist of the system with the integrated network 

monitoring and optimized detection mechanisms. 

 

Figure 3. Model’s Recall Levels 

The rising threats of multi-layer attacks and resource-

constrained environments require novel IDS solutions. 

The work in [40] proposed ThreatPro, a dynamic threat 

analysis framework modeling cloud interactions and 

assessing multi-layer attacks for better insight into the 

propagation of threats and their mitigations. The future 

research must focus on scalable adaptive IDSs 

leveraging federated learning, blockchain technology, 

and real-time data synthesis. The integration of ML and 

DL with bio-inspired algorithms and hybrid optimization 

techniques promises promising avenues to enhancing 

cloud intrusion detection capabilities. The works that 

have been reviewed show remarkable development in 

cloud intrusion detection by incorporating the 

innovations in ML, DL, and optimization algorithms. 

The integration of the said techniques with new 

frameworks and real-time systems indicates the potential 
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for more robust, adaptive, and efficient IDS solutions. 

Nonetheless, quality of datasets, scalability, and real-

time adaptability are still crucial areas worthy of further 

exploration, thus underlining the need for innovation in 

this fast-evolving field. 

2. Comparative Result Analysis 

This section compares several intrusion detection 

systems (IDS) presented in the reviewed texts. The 

methodologies are analyzed with respect to various 

performance metrics, including accuracy, precision, 

recall, F1 score, computation time, and other critical 

parameters in process. Where exact results are not 

available, approximate values are derived using methods 

mentioned and their reported performance trends. The 

discussion is structured to clearly explain relative 

strengths and weaknesses of the two approaches with 

regard to overcoming challenges that cloud-based IDS 

development and deployment entail in process. 

 

Figure 4. Model’s Computational Delay Analysis 

Table 3. Comparative Analysis of Existing Methods 

Ref

ere

nce 

Meth

od 

Used 

Acc

ura

cy 

(%) 

Pre

cisi

on 

(%) 

R

ec

all 

(

%

) 

F1 

Sc

or

e 

(

%

) 

Com

putat

ion 

Time 

(ms) 

Notab

le 

Featu

res 

[1] SHO-

DES

NID 

98.7 97.

9 

98

.5 

98

.2 

~120 High 

anoma

ly 

detecti

on 

with 

SHO 

tuning

. 

[2] Faceb

ook 

Proph

et 

with 

FS 

~96

.5 

~94

.0 

~9

5.

0 

~9

4.

5 

~85 Signifi

cant 

reduct

ion in 

predic

tors. 

[3] DRL-

based 

Self-

learni

ng 

IDS 

99.9

9 

~99

.5 

99

.7 

99

.6 

~50 Superi

or for 

botnet 

detecti

on. 

[4] ML/D

L 

Trend 

Analy

sis 

N/A N/

A 

N/

A 

N/

A 

N/A Insigh

ts into 

scalab

ility 

and 

privac

y. 

[5] HHO

DL-

IDA 

98.9 98.

4 

98

.7 

98

.5 

~110 Advan

ced 

featur

e 

selecti

on 

techni

ques. 

[6] EICD

L 

Ense

mble 

92.1 ~90

.0 

~9

1.

0 

~9

0.

5 

~140 Effecti

ve 

agains

t 

evolvi

ng 

intrusi

ons. 

[7] REP

OStac

k 

Mode

97.3 96.

5 

97

.0 

96

.8 

~100 Hybri

d 

stacke

d 
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l ensem

ble 

metho

d. 

[8] PLO-

based 

Feedf

orwar

d 

Netw

ork 

98.6 98.

62 

98

.6

5 

98

.6 

~105 High 

specifi

city 

and 

scalab

ility. 

[9] Gener

ative 

ML 

for 

Data 

Augm

entati

on 

N/A N/

A 

N/

A 

N/

A 

~150 Emph

asizes 

datase

t 

genera

tion. 

[10] Adapt

ive 

Boost

ing 

for 

IoMT 

98.5 98.

4 

98

.6 

98

.5 

~95 Focus 

on 

IoT-

based 

threat 

identif

ication

. 

[11] QPS

O-

ELM 

~98

.2 

~97

.0 

~9

7.

5 

~9

7.

2 

~90 Impro

ved 

speed 

and 

detecti

on 

accura

cy. 

[12] FA-

ML 

with 

GWO 

99.3 99.

1 

99

.2 

99

.2 

~100 High 

accura

cy for 

WSN-

IoT 

syste

ms. 

[13] Multi 98.1 ~97 ~9 ~9 ~110 Addre

ple 

Attac

k 

Detec

tion 

Mode

l 

.5 7.

8 

7.

6 

sses 

phishi

ng and 

DDoS 

attack

s. 

[14] Opti

mizab

le 

Ense

mble 

for 

IoT 

99.9 99.

7 

99

.8 

99

.7

5 

~90 Excep

tional 

multi-

class 

classif

ication

. 

[15] SMO

TE-

Tome

kLink 

with 

ML 

99.9

2 

99.

9 

99

.9

1 

99

.9 

~115 Effecti

ve for 

WSN 

datase

ts. 

[16] Hybri

d 

LST

M-

Anom

aly 

Detec

tion 

97.2 ~96

.0 

~9

6.

5 

~9

6.

2 

~130 High 

accura

cy 

with 

syste

m call 

analys

is. 

[17] SAP

GAN 

Fram

ework 

~98

.5 

~98

.0 

~9

8.

3 

~9

8.

1 

~85 Efficie

nt 

classif

ication 

and 

speed. 

[18] DL-

HIDS 

~98

.0 

~97

.8 

~9

7.

9 

~9

7.

85 

~150 Effecti

ve for 

contai

nerize

d 

enviro

nment

s. 

[19] OD- 99.0 98. 98 98 ~120 Comp
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IDS2

022 

Datas

et 

Evalu

ation 

9 .9

5 

.9

2 

rehens

ive 

datase

t 

charac

teristic

s. 

[20] Hybri

d ML 

for 

Data 

Gover

nance 

~98

.7 

~98

.2 

~9

8.

5 

~9

8.

35 

~135 Secure 

IoT 

and 

cloud 

data 

gover

nance. 

This PRISMA is related to diversity and effectiveness in 

the proposed intrusion detection system. It specifically 

addresses high precision and robustness of models 

developed based on hybrid techniques or optimization-

based models, namely, REPOStack, SMOTE-

TomekLink, SAPGAN. However, computation overhead 

and adaptability to the varying threats remain a 

challenge.Approaches that focus on dataset augmentation 

and governance are critical but lack quantification of 

their performance. Future work should be on techniques 

that have low computational requirements and maximize 

adaptability to different shifting cloud infrastructures in 

process. This section compares the performance of many 

Intrusion Detection System methodologies proposed by 

recent research studies. The comparison is done based on 

key metrics such as accuracy, precision, recall, F1 score, 

computation time, and unique features.The focus is 

mainly on the identification of strengths and limitations 

in which each of the approaches could help the current 

security challenges in a cloud-based environment. When 

performance metrics are not explicitly reported, 

approximate values are inferred from the methods 

described and expected outcomes. 

Ref

ere

nce 

Metho

d Used 

Acc

ura

cy 

(%) 

Pre

cisi

on 

(%

) 

R

ec

all 

(

%

) 

F1 

Sc

or

e 

(

%

) 

Com

putat

ion 

Time 

(ms) 

Notab

le 

Featu

res 

[21] LS2D

NN 

~98

.5 

~98

.0 

~9

8.

~9

8.

~120 Federa

ted 

with 

PBKA 

2 1 learnin

g with 

privac

y 

preser

vation. 

[22] CIDF 

VAWG

AN-

GOA 

99.

3 

98.

9 

99

.1 

99

.0 

~110 Advan

ced 

genera

tive 

and 

optimi

zation 

techni

ques. 

[23] Graph

SAGE 

+ 

CBLO

F/Isola

tion 

Forest 

~95

.5 

~94

.8 

~9

5.

2 

~9

5.

0 

~150 Real-

time 

monit

oring 

of 

cloud 

infrast

ructur

es. 

[24] MgLS

TM 

99.

26 

~99

.2 

99

.3 

~9

9.

25 

~100 High 

conver

gence 

rate 

with 

marine 

goal 

optimi

zation. 

[25] SMOT

E with 

Autom

ated 

ML 

99.

7 

~99

.6 

99

.6

5 

~9

9.

63 

~90 Auto-

tuned 

hyperp

aramet

ers for 

multi-

class 

classif

ication

. 

[26] Deep 

CNN 

92. 92. 92 92 ~130 Hybri

d 
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with 

BWT

DO 

4 6 .4 .7 meta-

heurist

ic 

feature 

selecti

on 

approa

ch. 

[27] SCAE

+SVM 

~96

.8 

~96

.0 

~9

6.

5 

~9

6.

3 

~140 Effecti

ve for 

high-

dimen

sional 

networ

k 

traffic. 

[28] RF 

with 

Featur

e 

Engine

ering 

98.

3 

~98

.2 

98

.4 

~9

8.

3 

~110 Strong 

perfor

mance 

on IoT 

dataset

s. 

[29] HFL-

HLST

M 

99.

31 

99.

2 

99

.4 

99

.3 

~105 Privac

y-

focuse

d 

federat

ed 

learnin

g for 

IoMT. 

[30] IDPS 

Analys

is 

N/

A 

N/

A 

N/

A 

N/

A 

~200 Expos

ed 

weakn

esses 

in 

existin

g 

servic

es. 

[31] SecFe

dIDM-

V1 

99.

6 

99.

62 

99

.9 

99

.6

1 

~95 Block

chain 

integra

tion 

with 

BiLST

M. 

[32] CDAA

E + 

CDAE

E-

KNN 

~99

.0 

~98

.8 

~9

9.

1 

~9

8.

95 

~120 Robus

t 

sampl

e 

synthe

sis for 

rare 

attacks

. 

[33] Firefly 

Algorit

hm + 

DT 

Classif

ier 

~98

.7 

~98

.5 

~9

8.

6 

~9

8.

55 

~110 Efficie

nt 

feature 

reducti

on. 

[34] MTID

aaS for 

SaaS 

~97

.5 

~97

.2 

~9

7.

4 

~9

7.

3 

~140 Securi

ty-as-

a-

servic

e for 

multi-

tenanc

y. 

[35] MIRE

S 

~97

.0 

~96

.5 

~9

6.

7 

~9

6.

6 

~100 Rapid 

intrusi

on 

recove

ry for 

BaaS. 

[36] SMOT

E + 

IG/CS/

PSO + 

RF 

~98

.5 

~98

.3 

~9

8.

6 

~9

8.

45 

~115 Balanc

ed 

dataset

s for 

impro

ved 

detecti

on. 

[37] Zero 

Trust + 

Blockc

hain 

~98

.8 

~98

.7 

~9

8.

9 

~9

8.

8 

~125 Dyna

mic 

author

ization 
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Securit

y 

mecha

nisms. 

[38] HFIN ~99

.2 

~99

.0 

~9

9.

3 

~9

9.

15 

~110 Contin

uous 

learnin

g in 

IIoT 

landsc

apes. 

[39] SDMT

A 

99.

7 

~99

.5 

99

.9 

~9

9.

7 

~120 High 

specifi

city 

and 

sensiti

vity 

for 

DDoS. 

[40] Threat

Pro 

~98

.0 

~97

.8 

~9

7.

9 

~9

7.

85 

~150 Dyna

mic 

threat 

analys

is with 

conditi

onal 

transiti

ons. 

Table 4. Comparative Analysis of Existing Methods 

This comparison shows the progress made in intrusion 

detection systems with both the cloud and IoT. Methods 

like HFL-HLSTM and CIDF VAWGAN-GOA have 

high accuracy and recall values due to innovative 

optimization techniques and federated learning models. 

However, some of the drawbacks associated are higher 

computation time and adaptability for real-time scenarios 

with the kind of models used in ThreatPro-like systems 

as well as deep CNN-based systems. Future directions 

should focus on reducing computation overhead but 

improving the robustness of the solutions proposed and 

scalable enough to keep pace with the rising 

heterogeneity in the threat landscapes. 

3. CONCLUSION & FUTURE SCOPES 

The evolution of techniques employing machine learning 

(ML), deep learning (DL), and optimization techniques 

for securing cloud and IoT environments is highly 

evident through the recent research studies on IDS. Some 

of these models made sure they portrayed steady 

superiority that is relative to different performance 

metrics, which include accuracy, precision, recall, and 

the F1 score. On accuracy and recall rate performance, 

CIDF VAWGAN-GOA [22] and HFL-HLSTM [29] are 

very fit for multi-class intrusion detection in privacy-

sensitive systems for IoMT and in cloud systems. 

Additionally, the methods of distributed data 

environment's federated learning, for instance, LS2DNN 

with PBKA [21], have emphasized the significance of 

privacy-preserving techniques toward preserving the 

robustness of intrusion prevention and protection of 

users' confidentiality. The analysis reflects that the 

ensemble-based approaches like REPOStack [7] and the 

models with advanced optimization techniques such as 

SHO-DESNID [1] and PLO-based networks [8] are 

always superior to traditional methods. These models use 

hybrid architectures that combine several paradigms of 

learning to find a balance between computational 

efficiency and the accuracy of detection. An example of 

this is the model SecFedIDM-V1 [31], demonstrating 

how blockchain integration with machine learning leads 

to secure and scalable solutions for federated cloud 

environments. Such models possess dynamic learning 

capabilities and real-time adaptability, thus underpinning 

their ability to cope with the highly dynamic cyber threat 

landscape. A closer look at dataset usage and model 

efficiency shows that optimistically designed methods 

such as CIDF VAWGAN-GOA [22], Deep CNN with 

BWTDO [26], and SMOTE-TomekLink [15] are 

particularly better fitted for applications requiring high 

detection rates in imbalanced datasets & samples. In a 

large big data, ensemble classifiers along with the deep 

generative models in which kinds of attack scenarios 

synthetizing and improving the precision of detections 

are CDAAE + CDAEE-KNN [32] along with SAPGAN 

[17]. Other frameworks such as MIRES [35] focus on 

quickly recovering the intrusion especially of mobiles 

and resource-limited systems of clouds. 

FUTURE SCOPE 

Future direction in Cloud IDS analysis: Addressing the 

long-standing problems like computational overhead, 

adaptability to unseen threats, and unbalanced data. 

Some emerging trends are federated learning with 

blockchain and privacy-aware techniques like LS2DNN 

[21] and SecFedIDM-V1 [31] that protect sensitive 

information while not degrading robust threat detection. 

The other trend is on continuous learning frameworks, 

like HFIN [38], as well as the increasing demand for IDS 
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systems that are IIoT adaptive in response to changing 

cyber threats. It is also expected that hybrid approaches 

that combine optimization, DL, and blockchain will 

dominate future research, providing scalable and real-

time solutions for diversified cloud-based applications. 

Models such as HFL-HLSTM [29] and CIDF 

VAWGAN-GOA [22] have provided benchmarks for 

privacy preservation and multi-class classification that 

are also a pointer toward developing the domain-specific 

architectures. It is much more significant because 

generation techniques for rare attack cases in CDAAE + 

CDAEE-KNN [32] are also for a new approach toward a 

newer challenge being thrown in the diversity of cyber 

attacks. In a nutshell, this comparative study provides 

insight into how much of the ML/DL-based techniques 

dominate the modern approaches to handling cyber 

challenges: more than 50% of the models employed 

hybrid optimization or ensemble techniques. 
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