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Abstract – Disease detection in tomato leaves is a 

critical aspect of ensuring healthy plants and 

maximizing agricultural productivity. In this research 

work, we are doing a hybrid machine learning-based 

analysis for true identification of healthy and diseased 

leaves of tomato plants. It achieves an accuracy of 

92.5% with a precision of 91.8% and recall of 93.2%, 

indicating its efficacy to restrict false positives and false 

negatives. Thus, it can be a useful tool for farmers with 

an AUC-ROC score of 0.97. The findings underscore its 

ability to mitigate crop loss and improve disease 

management strategies. Future work will focus on 

improving disease detection, building the model's 

database, and incorporating the model into several real-

time monitoring systems for a wide range of farming 

applications. 
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I. INTRODUCTION 

Tomato (Solanum lycopersicum) is among the most 

widely grown vegetable crops in the world, with 

significant economic value in terms of consumption and 

agricultural production. Its cultivation, however, is 

severely affected by various diseases such as gray leaf 

spot, leaf curl virus, and late blight (Panno et al., 2021).  

 

 

These diseases not only reduce crop yield but also 

impact the quality of the produce, posing a risk to food 

security and farmer incomes. Gray leaf spot, in 

particular, is a significant risk to tomato production, as it 

thrives in humid environments with warm temperatures 

(Rufaye et al., 2024).Better monitoring and control 

measures are essential, given the economic implications 

of such diseases. Identification of tomato leaf diseases 

primarily relies on visual inspections performed by 

farmers, which results in delayed detection and 

suboptimal treatment strategies (Saeed et al., 2023). 

With the advent of AI and machine learning, there is 

significant potential for the early diagnosis of tomato 

leaf diseases. Transfer learning applications such as 

convolutional neural networks (CNNs) have been 

effectively used for automating disease diagnosis, 

allowing timely intervention (Ahmed et al., 2022; Saeed 

et al., 2023).CNN-based frameworks have shown 

promise in detecting tomato leaf diseases with accuracies 

above 95% (Ahmed et al., 2022; Saeed et al., 2023; 

Ullah et al., 2023). Lightweight models designed for 

mobile devices can further increase accessibility in rural 

areas (Bhujel et al., 2022). The role of environmental 

factors such as moisture and temperature also highlights 

the need for dynamic prediction models (Lee, 2022). 

Combining AI with environmental monitoring facilitates 

predictive systems that help farmers in proactive 

decision-making (Jena & K, 2022; Liu, 2023).This paper 

presents a comprehensive analysis of tomato leaf disease  
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prediction methodologies, aiming to enhance tomato 

crop management strategies through predictive analytics. 

 

II. LITERATURE REVIEW 

The development of deep learning methodologies in 

agriculture has accelerated significantly, with tomatoes 

being a primary focus. Several recent studies 

demonstrate the successful application of CNNs for 

tomato disease classification.Madupuri et al. (2023) used 

pre-trained CNNs across various climatic and soil 

conditions, showing robust prediction capabilities. 

Chowdhury et al. (2021) employed deep feature 

extractors like VGG16, ResNet50, and ResNet152, 

achieving 83% precision with VGG16. Bhandari et al. 

(2023) utilized EfficientNetB5 and achieved a training 

accuracy of approximately 99.84%, even without 

segmented images.Xu et al. (2024) developed an image-

text retrieval method using LAFANet, optimizing 

diagnostic processes by integrating visual and textual 

data. Wu et al. (2024) proposed TMT-YOLOv5s, a 

YOLO-based method with integrated attention modules, 

improving precision in complex environments. 

Upadhyay (2024) enhanced ResNet-50 to address real-

time detection challenges. Hossain et al. (2023) 

introduced transformer-based architectures, combining 

attention mechanisms with CNNs for versatile disease 

diagnosis. Liu (2023) introduced federated learning to 

ensure privacy and reliability in wireless settings. 

Buchke and Mayuri (2023) demonstrated transfer 

learning with Efficient Net across datasets, highlighting 

scalability. Xin and Li (2024) proposed machine 

learning-based detection systems effective across 

environmental contexts. These advancements 

collectively aim to improve sustainability, monitoring 

capabilities, and the protection of tomato crop yield and 

quality. 

III. METHODOLOGY 

A hybrid approach that combines with machine learning 

models such as Support Vector Machine (SVM) and 

Random Forest (RF) can effectively detect tomato leaf 

diseases. 

Given a dataset of tomato leaf images 𝑋 = {𝑥1, 𝑥2

, … , 𝑥𝑛} with corresponding labels 

 𝑌 = {𝑦1, 𝑦2, . . . , 𝑦𝑛}, , the goal is to develop a machine-

learning model   𝑓: 𝑋 → 𝑌 

a. Dataset Preparation and Preprocessing 

 

The dataset for this study was primarily sourced from 

the PlantVillage dataset, a widely recognized and 

publicly available repository of plant disease images. It 

included 10,000 tomato leaf images covering healthy 

leaves and diseases such as Early Blight, Late Blight, 

Leaf Mold, Septoria Leaf Spot, and Bacterial Spot. 

Images were resized to 224x224 pixels, normalized, and 

augmented using techniques like rotation, flipping, 

zoom, and brightness adjustments to enhance diversity 

and prevent overfitting. The dataset was split 

into training (70%), validation (15%), and testing 

(15%) sets. Noise reduction methods like Gaussian blur 

were applied, and RGB channels were extracted for 

improved feature learning. This preprocessing ensured a 

balanced, high-quality dataset, enabling the model to 

generalize effectively and achieve robust performance in 

tomato leaf disease detection. 

b. Feature Extraction Methodologies 

In this research work, the following Feature extraction 

techniques are implemented 

i. Color Features (Histogram & Color 

Moments) 

Color Features (Histogram & Color Moments): Identify 

disease-related color changes (Zhang et al., 2019; Picon 

et al., 2019).[20,21].Histogram Features (RGB, HSV, 

Lab spaces) 

𝐻𝑐 = ∑ 𝑝𝑖
𝑁
𝑖=1            (1) 

where 𝑝𝑖  is the pixel intensity of color channel c, and N 

is the total number of pixels. 

 Color Moments (Mean, Standard Deviation, 

Skewness): 

       Mean:μ𝑐 =
1

𝑁
∑ 𝑝𝑖

𝑁
𝑖=1                    (2) 

     Standard Deviation:σ𝑐 = √
1

𝑁
∑ (𝑝𝑖 − μ𝑐)2𝑁

𝑖=1  

            Skewness: 𝑆𝑐 =
1

𝑁
∑ (σ𝑐𝑝𝑖 − μ𝑐)3𝑁

𝑖=1  

ii. Texture Features (GLCM & LBP) 

 Gray-Level Co-occurrence Matrix (GLCM) 

Texture Features (GLCM & LBP): GLCM captures 

spatial intensity relationships (Kamilaris & Prenafeta-

Boldú, 2018; Too et al., 2019), while LBP extracts 
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texture patterns (Liu et al., 2018).GLCM represents the 

spatial relationship between pixel intensities at a given 

offset (d, θ). The matrix element P(i,j) is defined and 

from GLCM, statistical texture descriptors such as 

contrast, correlation, energy, and homogeneity were 

computed[22,23]: 

Contrast 𝐶 = ∑ 𝑃(𝑖, 𝑗)(𝑖 − 𝑗)2
𝑖,𝑗                                                          

      Correlation:𝑅 = ∑
(𝑖−μ𝑖)(𝑗−μ𝑗)𝑃(𝑖,𝑗)

σ𝑖σ𝑗
𝑖,𝑗                                                        

                    Energy:    𝐸 = ∑ 𝑃(𝑖, 𝑗) 2𝑖,𝑗                                                               

                    Homogeneity:𝐻 = ∑
𝑃(𝑖,𝑗)

1+|𝑖−𝑗|𝑖,𝑗                                                                   

 Local Binary Pattern (LBP): 

LBP extracts texture patterns from leaf images by 

converting pixel neighborhoods into binary codes [24] 

𝐿𝐵𝑃𝑝,𝑟 = ∑ 𝑠(𝑔𝑖 − 𝑔𝑐)2𝑖𝑝−1
𝑖=0      (3)                                                                             

c. Classification Using SVM and Random 

Forest 

SVM is used for high-dimensional data, employing the 

RBF kernel for feature space mapping (Ferentinos, 2018; 

Zhang et al., 2020). RF uses multiple decision trees and 

majority voting.Ensemble Model for Final 

Prediction.SVM and RF predictions are combined via 

ensemble learning to improve accuracy.Support Vector 

Machine (SVM) is used as the classifier due to its 

robustness in handling high-dimensional data. Given 

training data (xi, yi) where xi ∈ Rn and 𝑦𝑖 ∈ {−1,1} are 

the labels, the SVM classifier finds the optimal 

hyperplane:[28,29] 

𝑓(𝑥) = 𝑤𝑇𝑥 + 𝑏                            (4)                                       

where w is the weight vector, and b is the bias. The 

optimal hyperplane is obtained by solving   

min
𝑤,𝑏

 
1

2
|𝑤|2 

subject to:  [𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1,  ∀𝑖] 

The RBF kernel is used to map input features into a 

higher-dimensional space 

[K(xi, xj) = exp(−γ|xi − xj|
2)]            (5)  

Random Forest (RF): RF constructs multiple decision 

trees and performs majority voting: 

𝑃(𝑦|𝑍) =
1

𝑇
∑ ℎ𝑡(𝑍)𝑇

𝑡=1                             (6)                                                                                   

Ensemble Model for Final Prediction 

To improve accuracy, SVM and RF predictions are 

combined using an ensemble approach: 

�̂� = arg max 𝑃 (𝑦|𝑍)                                (7)                                                                                                                                                                  

where:    P(y ∣ Z) = α ⋅ PSVM(y ∣ Z) + β ⋅ PRF(y ∣ Z) 

where           α + β = 1 are weight factors. 

IV. RESULT AND DISCUSSION 

Table 1 shows that the tomato leaf disease detection 

proposed model performed well on different evaluation 

metrics. The model that was developed to detect tomato 

leaf disease achieved high performance with an accuracy 

of 92.5%, precision of 91.8%, and recall of 93.2%, 

proving to be reliable in performing classification 

between healthy and infected leaves. It is important for 

preventing crop losses due to disease, the low false 

negative rate (6.8%) ensures that diseases are detected at 

an early stage, while the low false positive (6.0%) 

reduces unnecessary rubbing. Evaluation Results — The 

AUC-ROC score is 0.97, indicating effectiveness in 

distinguishing classes. 

The high performance is due to the use of balanced 
dataset and hybrid machine learning techniques. 

Nevertheless, the false negative rate of 6.8% indicates 

that we can do better, especially when it comes to 

detecting diseases at an early stage. Next steps could be 

to use higher resolution images and the integration of 

multi-spectral data, as well as expanding the dataset to 

include rare diseases and environmental variations. 

A model like this has massive real world applications, 

helping farmers monitor crop health remotely and 

making data-driven decisions. Its rapid inference time 

makes it paper little to no real-time use, and it can be 

incorporated into drones or even mobile devices. The  

model provides a reliable solution for tomato leaf 

disease detection and could significantly contribute 

towards innovations in agriculture. 
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Table 1: Performance Matrix for Tomato Leaf Disease 

Detection 

Metric Value (%) 

Accuracy 92.5 

Precision 91.8 

Recall 93.2 

F1-Score 92.5 

Specificity 94.0 

False Positive Rate (FPR) 6.0 

False Negative Rate (FNR) 6.8 

AUC-ROC 0.97 

 

V. CONCLUSION AND FUTURE SCOPE 

The accuracy, precision, and recall obtained by the 

proposed model where accuracy obtained is 92.5%, 

precision obtained is 91.8% while the recall achieved is 

93.2% indicating the effectiveness of the proposed 

model to identify healthy and disease status of leaves. It 

has a low false positive (6.0%) and negative (6.8%) rate 

which ensures reliable detection of disease and assists 

farmers in early management of crops. Moreover, the 

AUC-ROC score of 0.97 demonstrates the robustness of 

the model classification. We believe that these results 

strongly show how the model has the potential to 

minimize crop losses, and maximize yield in agriculture. 

Future works may include enhancing detection in early 

stage diseases, extending database coverage for rare 

diseases and environmental variations, and translating 

the model to drones or mobile apps for real time 

monitoring. The model could also be expanded to other 

crops, and the performance could be increased by 

enhancing interpretability, optimizing for edge devices, 

etc. 
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