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***Abstract-***DNA classification is the process of determining to which pre-existential class the sequence belongs. Certain patterns or similarities justify which class a particular sequence belongs in. This classification needs a huge amount of time and manpower to classify if done manually. This paper uses machine learning algorithms to classify DNA sequences. Data obtained from DNA sequences is huge and proves time-consuming even for a machine, so to further reduce the time and obtain accurate classification results, the ML algorithms are optimized and parallelized using appropriate techniques and NLP (natural language processing).
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**I – INTRODUCTION**

**T**he process of DNA sequencing is followed by classifying DNA sequences into various classes, namely 'G Protein Coupled Receptors', 'Synthase', 'Tyrosine Kinase', 'Tyrosine Phosphatase', 'Synthatase', 'Ion channel', and 'Transcription Factor' [14] . This sequence includes lengthy strings consisting of alphabets' A ',' G ','C', and 'T', which represent 'adenine',' guanine ',' cytosine ', and ‘thymine ', respectively [15].



*Fig 1- One helix of DNA*

These DNA sequences can be as long as millions of alphabetical combinations of ‘AGCT’.





*Fig 1.2 Long chain helix structure*

Analyzing these sequences and trying to classify them proves to be a tedious task .In this paper, we propose a significantly less time-consuming solution for machine learning algorithms to classify these sequences . ML algorithms can be trained to identify the sequences of different living organisms. This algorithm is not limited to single-species DNA classification. We can have DNA classification of multiple species depending on the data used for training, it can be modified to meet specific needs. The structure of the data needed to train has a certain format[6] i.e., we have to break every sequence into eight words as shown in fig 1.1 ATGCATGC, or it can vary with every helix, and then we have to classify this sequence into different classes. Classification is done using a variety of different algorithms and comparing them to achieve better results[3,4,7]. It comes in handy to choose the best algorithm to achieve the required level of classification. This work is done faster by introducing parallel processing[1], where in all the different algorithms will run at the same time by creating the as individual process and present results even more quickly[2]. These different algorithms are further optimized to yield better results.

# II-METHOLOGY

 DNA is lengthy combinations of four letters, each representing one base. These strings are uneven in length and change depending on the organism.



*Fig 2.1 Long DNA sequences*

These sequences, acts as data for our ML algorithms,

But they cannot be directly used to train the algorithm. A technique called k-mer [13] counting in NLP is proposed to convert the sequence into trainable data. This method involves taking the long biological sequence and breaking it down into small sequences & Converting sequences into vectors of words of finite length that converts it to trainable data for ML algorithm.



*Fig 2 :- DNA sequences are broken into K-mers of length Eight*

These data sets are then further divided into different classes, i.e., 'G Protein Coupled Receptors', 'Synthase', 'Tyrosine Kinase', 'Tyrosine Phosphatase', 'Synthetase', 'Ion channel', and 'Transcription Factor' by grouping all the different data elements present in different classes. This data is then sent to a count vectorizer to create trainable data for ML algorithms.

This data is fed to four different ML algorithms, i.e. SVM, Random Forest, KNN, Decision Tree With the use of ML algorithms, we calculated accuracy, precision, recall, and F1 score, which are the factors that are used to judge the DNA sequences.



*Fig 2.5- Shows the comparison of parameters*

*of different algorithms used.*

We prioritized F1 score as it is a better measure to use when we need to seek a balance between precision and recall [5]. So final result is concluded on the basis of F1-score .While testing data with multiple algorithms is a very time-consuming process, so by using parallel computing libraries, i.e., multiprocessing libraries [1], we reduce this time bearing process by creating individual process and running them parallelly rather than working linearly on individual process [10,11,12].This paper presents concludes the best algorithm out of four ML algorithms, i.e. SVM, Random Forest, KNN, Decision Tree to be used for the DNA classification

**III - RESULTS AND DISCUSSION**

A performance graph is been depicted in figure.3.1. accuracy, precision, recall, and F1 score and of different algorithms used

 *Fig 3.1 Parameter comparison of ML algorithms*



From Figure.3.1, it can be said that SVM has the best performance in classifying DNA sequences compared to the other three algorithms. As the graph suggests, all four factors: accuracy, precision, recall, and F1-Score are the highest in SVM after training it on the provided datasets.

Finally, the comparison of results obtained after running all four algorithms in Parallel and Non parallely we get the time comparison as shown in fig 3.1





*Fig 3.2- Gives the time comparison while parallel processing*

From Figure.3.2 it can be clearly seen that by parallel computing we have reduced the time of execution

**IV- CONCLUSION**

Using four ML algorithms, we have successfully classified DNA sequences. The models are finely optimized for obtaining higher accuracy and better classification of sequences with improved performance. The combined execution time of all four algorithms is significantly reduced by parallel processing.
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